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Abstract 

The Land Cover/ Land Use (LCLU) are the words used by the researchers who aware 

of classifying the land of a particular instant. Mainly this LCLU is used 

interchangeably, their actual meaning is pretty simple land use denotes the purpose of 

the land servers, for illusion mining, agriculture, settlement etc. Land cover denotes to 

the ground which covers the surface, vegetation based on whether, bare soil, water etc. 

These LCLU classification is done by exhausting remote sensing and GIS 

(Geographical Information System). The remote sensing images like multispectral, 

hyperspectral, LANDSAT, Sentinel, world view etc., GIS procedures can be used on 

vector polygon layers, raster images or mixture of both characterizes the land 

classification or detecting the LCLU. The remote sensing images are taken in the form 

of the daily basis. This study presents how LCLU classification can be done with the 

use of machine learning algorithms and analyzation of results based on various 

machine learning algorithms. 

 
Keywords: Land Cover/Land use, Remote Sensing Images, GIS, Machine Learning, 

SVM, ANN, MLE. 
 

I. INTRODUCTION 

The land cover/land use inspection was first 

done by L.D. stamp at Britain in 1930. The 

classification of land is done to identify the 

problems and develop the purposes on aerial 

photographs and is applied by kellong in 1940 [11]. 

However, the LULC information and classification 

with remote sensing data was formulated in USA by 

1971. The committee composed and implemented at 

U.S In survey of geological. The land cover/land 

use classification [12] system is efficient to employ 

the altitude and orbit of remote sensing to encounter 

the criteria. 

1. 85 percent of remote sensing data is 

categorized to find the accuracy of the 

LULC. 

2. It has numerous classes that has equal 

accuracy. 

3. The classification is done for different 

sensing image which has different time. 

4. The wide areas classification is applicable. 

5. The vegetation and different types of land 

cover is categorised for active. 

6. Aggregation of categories must be 

conceivable. 

7. The land is recognised for different uses. 

Aland cover/land use  cataloguing system 

devised from USGS to find the remote sensing 

[13]information. The major classes that surveys: 

municipal or residential land, water, urban or built-

up land agricultural land, barren land, forest land, 

wetland, range land. 

In May 2006 national remote sensing centre 

devised LULC system is classified with remote 

sensing data of INDIA. The primary objective was 

mapping process with classification scheme and 

procedural steps for interpretation and mapping so 

as to maintain standard operational procedures. The 

classes are as follows wastelands, built up, water 

bodies, agricultural land, wetlands, forest etc. 

Classification of LCLU is a criterion job for 

labelled indication of surface object contains the 
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pixel image in remote sensing. The complex 

structure of land use can cover different elements in 

land. The national mapping agencies will maintain 

the information about LULC and it stores in 

databases of geospatial. The main aim of LCLU is 

to describe the represented physical land type or 

how a land area is used. To full fill the above 

mentioned data firstly satellite images must be 

transformed into structured semantics. By seeing 

satellite image, we can observe different size and 

shape. Some may be readily identifiable while other 

may be not depending on our individual perceptions 

and experience. When we identify what we see on 

image and communicate the information to others, 

we are practicing interpretation. 

A wide range of studies has been done on 

traditional parametric classifications [14] for remote 

sensing images and to produce high accuracy for  

the difficult data with a high dimensional feature 

space we will apply the machine learning 

algorithms. 

 

II. MACHINE LEARNING ALGORITHMS 

Machine learning algorithms are the prosperous 

development methods within the past few years. 

Some data demanding nominal and systematic 

fields alike search engines, robotics and speech 

recognition, object detection and soon. Over the few 

eras, studies have confirmed that a solitary data 

cause for land cover classification here, exit 

identification problem in traditional classification 

owing to lack of spectral data. Consequently, to 

increase the correctness of classification in 

dissimilar surroundings many readings have 

integrated in machine learning algorithm. The main 

three types of learning algorithm are as follows 

 

  Leaning of supervised 

 

The procedure covers the 

goal/result/dependent variable that predicted in the 

form of predictors which is in sets (self- governing 

variables) via these set of variables, we make a 

function that map efforts to preferred productions. 

The guidance route stay still the model attains a 

needed level of accurateness on the exercise data. 

Illustration of supervised is decision tree, logistic 

regression, learning regression, random forest etc. 

  Learning of Unsupervised 

 

In this procedure we don’t have any 

goal/result variable to calculate/evaluate. It is worn 

for clustering populace in dissimilar group. This is 

commonly used for segmenting patrons in 

dissimilar collections for exact  inversion. 

Illustration of learning of unsupervised is k means. 

 

   Learning of Reinforcement method 

 

By means of this procedure, the machined 

proficient to sort explicit verdicts. It facility is that; 

the machine is uncovered to allocation anywhere it 

trains itself recurrently via testing slip. This 

machine learning from earlier experiences is try to 

imprison the finest feasible information to make 

exact commerce decision. For Illustration 

reinforcement learning, markov decision process. 

 

III. STUDYAREA 

To classify the image of satellite training set 

is trained and applied supervised classifier. These 

classifiers of supervised is parametric which needs 

preceding information about the pixel scattering like 

maximum likelihood estimator (MLE), Support 

vector machine (SVM) and Binary Decision Tree 

(BST) or non- parametric like Multi- layer 

perception, K-Nearest Neighbour and ANN. 

The technique to classify the unsupervised 

utilizes clustering tools to collect the satellite image 

pixels into unlabeled clusters. Future predictor 

produces well classified image satellite by allocate 

sex pressive tags to the clusters [7]. Maximum 

classification of image satellite is by K-Means [2] 

which is unsupervised. 

We will do comparison of numerous non- 

parametric and parametric classifiers. For land 

cover classification MLE is the most preferred 

because it uses highly resolution image. It is useful 

on the low resolution image like LANDSAT 

satellite image in another way non- parametric 

classifier Artificial Neural Network (ANN) is a 

learning procedure to assistant the meaning labels to 

image pixels. ANN algorithm can easily combine 

the supplementary data in the analysis process to 

improve the correctness of the image satellite [1]. It 

includes many binary rules to describe the 

expressive classes are related to specific pixel using 

Binary Decision Tree (BST).SVM is 
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Constantly identical in low resolution image 

because it uses different kernels so the performance 

will vary with the collection of kernel functions and 

its constraints [3]. 

K-Means is a widely held statistics and data 

mining method. Based on the Euclidean 

observations of n vales are partitioned into K 

clusters. These techniques have the advantage of 

modest process and fast execution. A drawback 

through this process is analysed to identify priori 

quantity of classes. Here we discuss different types 

of clustering algorithms that have mutual form of 

hierarchic clustering and accomplish with two 

deviations of fuzzy clustering. 

In the supervised algorithm input data are 

trained using labelled, but in unsupervised data 

procedures are used against info which is not 

characterized. Complexity of learning supervised 

method is simpler method while other is 

computationally complex. Accuracy in supervised 

learning method is high but in unsupervised it is 

less accurate and both methods are trustworthy 

methods. 

For comparison and to find which algorithm 

will give the average accuracy. For that taken image 

of SPOT 5 is used for analysis of experiment which 

is acquired from Suparco on 2013July. The image 

contains of infra-red, blue, red and green colours 

this image contains high resolution than Landsat 

image. Here datasets are distributed into many 

modules like tobacco, settled area, water, sparse 

vegetation, roads, barren land and sugar cane. After 

gathering datasets, training data is selected and ROI 

is created. Based on training set the data is trained 

and performed to evaluate follows as Figure 2 the 

User Accuracy (UA), Over All Accuracy (OA), 

Kappa Statistics (KS) and Producer Accuracy (PA). 

Based on ranges metrics are selected in remote 

sensing. OA affords the possibility of unidentified 

pixel to classify. UA determines the possibility of a 

pixel that planned in the specified class which it fits. 

PA defines the possibility of identifying the correct 

pixels. KS is percentage of the real accord by the 

allusion info beside the prospect union. Here 

collected the training data of all classes has the 

pixels of 36849. For classification each classifier is 

trained and calculated the four parameters. The 

classifier selection is built on their presentation in 

the land usage scrutiny and common classification 

chores. 

Table 2 shows the PA and UA comparison 

for each ROI and for apiece classifier ANN, SVM, 

MLE is shown in Figure1. In that water class is 

reported as lowest UA based on SVM method with 

53.8% which is highlighted as bold as mentioned in 

Table 2. Same as UA classes of water in ANN and 

MLE are stated 49.35 and 58.94 respectively. The 

similar situation was observed in Sparse Vegetation 

classification with concerning the parameters PA. In 

SVM [15] Sparse Vegetation has 71.74 of PA value 

whereas MLE has 81.18of PA via the same. For 

categorization of Settled Areas 

similar substitution be originating in SVM has 93.2 

of PA, ANN [9] has92.3 of PA and MLE has94.9 of 

PA. The ROI are mentioned in the above are noted 

and recognised the good performance is highlighted 

in bold Sparse Vegetation, Settled Areas and Water 

and found MLE is coincided as good. Associated to 

the MLE, ANN only displayed the maximum 

accuracy for ROI in Tobacco, it has94.83 of PA is 

presented in bold while, the MLE has91.65 of UA 

and SVM has 92.89of UA. Concerning the other 

ROI, UA has the highest for the Roads, Sugar Cane 

and Barren Land of SVM method as mentioned in 

the Table 2. 

To estimate the whole presentation of 

classifiers SVM,MLE and ANN we mentioned the 

kappa statistics and overall accuracy. Table 3 

express the KS and OA with the parallel classifier. 

As mentioned in table 3, we have noted that 84.8% 

of OA and0.8 of KS, the SVM [16] has outstripped 

all the classifiers. MLE [8] accomplishes well in 

ANN taking 83.2% of OA and 0.78of kappa 

statistics. Table 3 demonstrations that ANN [10] has 

the least OA of 80.4% and0.78 of KS. 

Table 1. Details of each ROI Training set 

 
Classifier KS OA 

SVM 0.8 84.8 

ANN 0.78 80.4 

MLE 0.78 83.2 

 
Table 2.  Producer Accuracy(PA), User Accuracy 

(UA) evaluations ofPerformance 

SVM MLE ANN 

 UA PA UA PA UA PA 

Road 81.74 70.95 73.99 72.75 73.44 59.92 

Tobacco 92.89 85.05 91.65 84.39 94.83 78.33 
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By the above classification we analysed the 

land use based on the different methods of the 

supervised learning in machine learning algorithm 

using SPOT-5 image, supervised learning 

algorithms like ML, SVM, ANN We used 7 classes 

i.e. Roads, Tobacco, water, Settled Areas, Barren 

Land, Sparse Vegetation, and Sugar Cane. From the 

general investigation, it is determined that the SVM 

is fine stright to the land cover exploration. And 

also analysed it [4, 5, 6]. 
 
 

Fig 1. Classes detection of a land using SVM, 

ANN, MLE 

IV. CONCLUSION 

This article gives a summary on how the 

LCLU classification is done via machine learning 

algorithms and reviews done by various researchers. 

Here analyzed the different types of ML algorithms 

like learning of supervised method, learning of 

unsupervised method and learning of Reinforcement 

method. By these learning methods have different 

evaluations using SVM, MLE, ANN, DT etc., and 

compared the learning methods by taking an 

example satellite image, to that image training 

dataset is created using ROI and class are generated 

i.e. Roads, Vegetation, Water, Sugar  Cane, Settled 

Areas, Tobacco and Barren land and evaluated data 

by using kappa statistics (KS), PA 

and UA. By analysing we conclude that SVM is 

best suited for the LULC by observing accuracy. 

So, finally we can also conclude that supervised 

classification will give high accuracy whereas 

unsupervised classification will give the less 

accuracy. 

 

Fig 2. Work flow of the classification 

 

Table 3. Overall accuracy(OA) and Kappa 

Statistics(KS)Comparison 

 
Classes Description 

Roads Highways, other Routes used for Land 

Communication, Small Roads 

Settled 
Areas 

Buildings, Restaurants, Hospitals, 
Industries, Schools Shops, and Homes 

Tobacco Tobacco crop cultivated land. 

Sparse 

Vegetation 

Contains of sparse vegetation like 

Persimmon, Peaches, trees found on road 

side. Apples, leeches 

Sugar 
Cane 

Sugar Cane crop cultivated land 

Barren 

Land 

Land that cannot cultivate and not used 

for cropping. 

Water Streams, Canals, Reservoirs, Drains, 
Ponds, Channels, Rivers and Lakes. 
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