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Abstract 

Agriculture is a mixture of so many crops, like food and non-food. Food staples being 

rice and wheat. Indian farmers also grow pulses, potatoes, Sugar Cane. And non-food 

items are cotton, tea, coffee, rubber and jute. In Andhra Pradesh state Agriculture is an 

age old economic activity. Where many major crops are cultivated in this state, the 

largest problem faces in agriculture is pests attack. Pest attack not only causes loss for a 

crop but also affects the farmers to live a pathetic life. To classify the crops and pests a 

non-persistent based method like big data analytics is reliable and to analyse the data by 

using machine learning algorithms, which can give the efficient results. In this context, 

six popular machine learning algorithms like Decision Tree (DT), Random Forest 

Classifier (RFC), K-Nearest Neighbour (K-NN), Gaussian Naïve Bays (GNB), Support 

Vector Machine (SVM) and Ada Boost Classifier (ABC) are applied. Among them 

Random Forest Classifier(RFC) performed in time and given accurate values while 

compared with other methods. The Random Forest Classifier makes the agriculture 

sector to classify and comprehend the pests easily. The ML based pest classification 

system is helpful to the department of agriculture to analyse the pests in various crops 

and in various seasons. 

 
Keywords: Random Forest Classifier, Big Data, Machine Learning, crops, pests, 

classification, MongoDB. 

 
 

I. INTRODUCTION 

 

Agriculture proves to be a major factor of Indian 

economy and it involves production of crops. Crops 

may be either food crops or commercial crops. Food 

crops containmillets, wheat, maize, paddy, grams, 

etc., howevermarketable crops are groundnut, 

cashew, cotton, sugarcane, and etc. The crop 

productivity is being influenced by weather 

conditions [1]. Hence, accurate yield prediction is a 

major problem that ought to be addressed. Early 

prediction of yield would facilitate the farmers to 

make precautionary actions to improve productivity. 

The recurrence of droughts and severe cyclonic 

storms are the major problems encountered. Early 

prediction is possible through collection of previous 

experience of the farmers, weather conditions and 

other influencing factors and; store it in a large 

database [2]. 

Every Year globally many livestock, fish harvests, 

crops are damaged due to pests and diseases 

changed in climate patterns results a new or early 

encountered disease and pest attack at unprepared 

regions with detrimental consequences to industries 

and livelihoods. The recurrence of droughts and 

severe cyclonic storms are the major problems 

encountered here. Suggested obstacles for natural 

resource management in A.P agriculture are water 

harvesting, site-specific nutrient management, 

amelioration of millions of hectares of land and 

protection of crops from pest attack in all seasons 

and in various temperatures [5]. The early warning 

is possible for pest and a disease outbreak is critical 

at given risk. Ground truth diseases are costly and 

time consuming. Therefore new technologies and 

approaches are very essential to help and monitor 
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the spread of out breaks and alert which are being 

affected. 

Bigdata in agriculture is necessity for large 

investment to create infrastructure for data storage 

and processing [3]. This needs to operate the real 

time applications like monitoring the crops, pests, 

weather forecasting and animal disease. Hence big 

data analysis is used to describe a new generation of 

practices designed to extract economic value or 

organizations and farmers related. This has very 

large volumes and wide variety of data to enable the 

high- velocity capture, discover the analysis. Big 

data analysis is used in various industries like 

banking, online users, insurance and personalized in 

environment studies, government organizations etc., 

to enhance their ability to serve citizens addressing 

national challenges related to economy, job 

creation, health care. 

The data collection, analysis and integration are 

easily calculated by an automated tool called 

Machine Learning. The day is saved by ML 

algorithm because if formed by combining cloud 

computing and machine learning. This will analyse 

the existing data and generate required  

classification [4]. 

II. LITERATURE SURVEY 

 

This context describes about the literature survey of 

prediction of pest which are implemented by other 

research as follows: Dr. S. Hari Ganesh et.al. [6] 

The author given the overview of data mining 

techniques in agriculture. The crop prediction is 

done for production based on functions weather and 

soil conditions. These techniques used in agriculture 

field to increase the income for farmers to predict 

the climate data set. 

U.Latha et.al [7] use the agricultural data to analyse 

and predict the accuracy of an algorithm. Here used 

Naive Bayes and J48 algorithm and got Navie 

Bayes is performed better than the decision tree 

algorithm J48. 

Hetal Patel et.al [8] equated efficiency of the 

classification algorithms named J48, Simple Cart 

and Naive Bayes. By generated results the best 

algorithm for prediction is decision tree is J48 by 

89.33%, and remaining got 85.66% and 82.66% 

respectively for the given data set. 

Revathy R, et.al [9] proposed C4.5 algorithm for 

building decision tree to provide efficiency of C4.5 

classifier which handle the crop pest data with 

missing values and eliminates over fitting while 

constructing the tree. But noted that the size of the 

data set is growing enormously big to overcome big 

data is used. 

UmairAyub et.al [10] analysed different data 

mining classifiers with different feature sets to 

predict the grass grub damages. The author used the 

DT, RF, NN, GNB, SVM and KNN. RF and GNB 

performed other classifiers and also designed 

ensemble models by combining different classifiers 

to improve accuracy. By combining DT, RF AND 

SVM has proven best combination and achieving 

good results. 

CH Chandrasekhar et al. [11] might scaled up in 

terms size of data and crop variations by that Big 

Data Analytics is the best system for crop planning 

to improve agriculture productiveness and very 

significant for agriculture manufacturing to offer 

income for ICT & too common man. 

B.M. Sagar et.al [12] surveyed on new concepts like 

smart farming, digital agriculture, precision 

agriculture etc. and observed analysis on agriculture 

soils, crop yields, climatic conditions of the given 

data set. They also activates the numerous fields 

such as soil quality, crop yield, seed selection, 

weather forecasting etc. also identified the major 

trends and crop yield prediction. 

Liakos Konstantinos et al [13] explained about 

applications of machine learning in agricultural, and 

production systems are discussed and explained 

about benefits of machine learning technologies in 

agriculture. 
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Ansif Arooj et al [14] discussed different data 

mining classification algorithms and applied this 

methods to data sets for classification of agricultural 

regions on the basis of soil properties. 

Avinash Kumar et.al [15] evaluated the best 

suitable crop and which pest effects the crop at 

particular time to farmers and also suggests the pest 

control techniques to prevent the damage. 

III.   PROBLEM DOMAIN 

 

A problem domain depends purely on the interest 

and capability of a person and application area 

which needs to have deeper study. The present 

problem describes the classification of pest in 

multiple crops all through different seasons and 

temperature. 

Description of crop pest data 
 

The dataset is collected from AP agriculture which 

is based on temperature and seasons. The data set 

has twenty major crops which are cultivated in A.P 

by considering all the four features like pest name, 

crop name, seasonal occurrence and temperature. 

Size of the data set has more than one million 

instances and does not have a single non available 

value. The target output label was extracted and 

used for classifying the pest name. The complete 

information of the dataset is as shown in below 

Table 1. 

Table 1. A.P. Crops Pests Dataset 

The analysis is apprehended by taking machine 

learning approach for crop pest classification, which 

is applied to dataset. The classification task with 

pest analysis problem is assigned to a label of 

particular instance. High dimensional datasets have 

the problem of irrelevant or redundant features 

which often lowers the performance of machine 

learning algorithms [17] and the present data sets 

requires all the four features to make classification. 

IV.   METHODOLOGY 

 

Methodology analyses the information which 

belongs to a particular area. 

The proposed research is done based on multiple 

crop pests classification using cultivated crops in 

A.P. the system has trained and tested on A.P crop 

pest dataset. All the computations were performed 

in python. 

The major contribution of the present work is 

illustrated in figure 1. The A.P crops pest dataset is 

selected and pre-processed. For the pre-processed 

dataset machine learning algorithms is applied to 

check the performance of all the attributes in terms 

of classification [16] accuracy and execution time. 

Based on the result analysis among all the 

classifiers RFC is considered as a best classifier for 

analysis as it helps for interpretation and 

visualization. 

 

Fig 1. Proposed Classifier 

MongoDB 
 

The data set is validated to extract information from 

the dataset by constructing positive  networks 

among the existing data, which enhances the scope 

of information. The amount of data that is 

visualized and analysed using big data is too 

voluminous for an analyst. So for that purpose 

MongoDB is used for sorting this enormous data 

which is highly flexible. 

S.No. Features 

1 Pest name 

2 Crop Name 

3 Seasonal 

Occurrence 

4 Temperature 
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MongoDB is a database storage which can give 

high performance, constant availability and easy 

expandability. It is also known as NoSQL database 

because it is a cross platform document- oriented 

database system [17]. It provides a solution for 

different key- values and traditional RDBMS 

systems. MongoDB gains its popularity from the 

distributed key value store. Hence, MongoDB is 

It is a form of flowchart structure in which 

internodes represents a feature and each leaf node 

represents a decision taken after computing all 

features. While some of the associated decision tree 

is incrementally developed [21]. 

∑ 𝑥 
𝐴𝑣𝑔 =  𝑥  = 𝐶𝑜𝑢𝑛𝑡 = 𝑛 𝑆𝐷 = 𝑆 

𝑛    

services as the database for Big Data Processing 

[18]. 

∑(𝑋    𝑋   )2 
= 𝐶𝑉 = 

𝑛 

𝑆 

𝑋  
∗ 100% 

 

Classification of crops pest 

Classification can be performed on both structured 

and unstructured data. The classes can be 

categorized based on the procedures that we follow 

on the given data. The instance labels are 

categorized and recognized normally to describe 

attributes in a dataset. The dataset is grouped under 

multi-class classification. Machine learning 

algorithm is applied to classify the crop pest in 

different temperature and seasonal occurrences. By 

applying machine learning and data analytics 

combinly to make organizations grow by lessening 

the causes of potential risks, eliminates the failures 

in policies, purchase based time to time offers and 

striking out the fraudulent activities by cross 

checking the data. The classification fields in ML is 

either binary, multi-class, multi-labeled or 

hierarchical [19]. 

Machine learning 

Data collection, analysis and integration can be 

done completely using ML algorithms. If the input 

information is very small and can be done manually 

there is no need of using ML. If the data adds on 

every day, and increases the data beyond the limit 

ML algorithm can be used for quick processing and 

through analysis. Data analytics can be used for any 

type of data such as descriptive, diagnostic, 

predictive, planning and classification [20]. Some 

popular classifications algorithms are applied on 

this dataset are discussed briefly. 

Decision Tree 

Where to build a tree Standard Deviation(SD) 

is used, to decide when to stop the branch 

Coefficient of Deviation (CV) is used, to calculate 

leaf node Average (Avg) is used and Count n is also 

used to derive the decision tree. 

For two attributes target and predictor is evaluated 

by 

𝑆(𝑇, 𝑋) = ∑ 𝑃(𝑐)𝑆(𝑐) 

𝐶∈𝑋 
 

Support Vector Machine 
 

SVM is a branch of supervised machine learning 

algorithm which can be applied for both 

classification and prediction problems [22]. It 

producesan optimal hyper plane outcome to classify 

the datasets that supports the hyper plane is called 

support vector. 

𝑓(𝑥) = 𝑊𝑇𝑋 + 𝑏 
 

W is a normal line which is known as Weight  

vector and b as bias. 

Gaussian Naive Bayes 
 

Naive bayes is a classification algorithm applied for 

both binary and multi-class classification problems. 

It can be extended to real valued attributes, most 

generally by assuming a Gaussian distribution 

which is called as Gaussian Naïve Bayes. This is 

one of the best and easiest functions to estimate the 

distribution of the data [23]. 
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𝑦 𝑝(𝑦 ∩ 𝑥 ) 
 

 

given as input then it firstly determines the direction 
𝑝  ( ⁄𝑥 ) = 𝑝(𝑥) by attributes of the root node until it reaches the leaf 

node. The leaf node category of the data object set 
This can be estimated using the MLE method 

assuming y is discrete. 
is tested and determined by the decision tree [27]. 

𝑀 

∑𝑚   𝑥(𝑦 (𝑖) = 𝑦 ∩ 𝑥 (𝑖) =  𝑥  𝑓(𝑥) = ∑ 𝛽𝑚 𝑕𝑚(𝑋) 
𝑦  𝑖=1  𝑚=1 

𝑝  ( ⁄𝑥 ) = 𝑚 
𝑖=1 𝑥(𝑥 (𝑖) =  𝑥 ) Where X is a predictor, m is the transformation of 

This algorithm estimates only good if there are 

many training vectors with the same identical 

features 

 
K- Nearest Neighbour 

The KNN algorithm is a supervised machine learning 

algorithm that can be applied in classification as well 

as regression problems. The main purpose behind 

nearst neighbor classification consists of finding a 

predefined number ie., K training samples closest in 

distance to a new sample [24]. The label of the new 

sample will be defined from these neighbours which 

have to be determined. Non generalizing machine 

learning are considered as neighbours based methods 

as they remember all of its training data [25]. 
 

 

 

Random forest classifier 

Random forest is a classifier composed of multiple 

decision trees. The category of each data object in 

the test set is determined by the mode of the 

category exported by each decision tree. The 

decision tree has tree structure where the leaf node 

is the final classification category and other nodes 

are attribute nodes used to determine the type of the 

data object to test data set [26]. When data object is 

X, 𝛽𝑚 is the weight given to the m
th

transformation, 

𝑕𝑚 is the m
th

 transformation of X, f (x) is the linear 

combination of transformed values of X. 

Ada Boost Classifier 
 

Ada Boost classifier combines weak classifier 

algorithm to make strong classifier. Sometimes a 

single algorithm may classify the objects poorlyand 

such individual classifiers are combined with 

multiple classifiers with selection of training set at 

every iterations and right amount of weight is 

assigned in final voting. It will give good accuracy 

score for overall classifier [28,29,30]. 
𝑀 

𝐹(𝑥) = 𝑠𝑖𝑔𝑛( ∑ 𝜃𝑚𝑓𝑚 (𝑥)) 
𝑚=1 

Where 𝑓𝑚 stands for m
th

 weak classifier, 𝜃𝑚 is 

corresponding weight 

 

 
V. EXPERIMENTAL RESULTS 

 

Initially, install all the required packages in python 

software because it is a general purpose software 

with high level programming language due to it has 

wide selection of libraries framework to improve 

leverage theme. 

The dataset is loaded in MongoDB for storage of 

large data and it is retrieved in python program. The 

current dataset is very large besides having multi 

class labels to make clear analysis and to generate 

rules for interpretation and visualization Machine 

learning algorithms are applied to classify the crop 

pest  dataset on  different pest  occurrences based on 

climatic    conditions.    Each    classifier   accuracy, 

∑ 
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percentage and time taken to predict each model is 

compared as shown in table 2. By comparing K- 

NN,GNB,DT,SVM,RFC,ABC K-NN algorithm is 

optimal in giving good accuracy and less time to 

predict, it is not considered as suitable for present 

dataset because it unable to visualize and interpret. 

So, RFC algorithm is used to build single 

classification tree very easily. Random Forest 

include too many classification trees. To group a 

particular object under any of the tree we do 

classification. Considered N cases as sample, 

replace the original data will act as the training set 

for the tree which is growing. If the number of input 

variables is more and is less than the specified 

nodes then the best split can be made exactly at M. 

Further this value has maintained constantly 

throughout the growth of the tree. Pruning has to be 

avoided even through the tree is growing to the 

maximum extent. Using the total dataset ten trees 

have been generated. Seasonal occurrence and 

temperature are considered as the basic criteria for 

generating the tree. Depending upon the results 

drawn in the tree we can conclude which pests is 

more prone for attack on the crop at which seasonal 

occurrence and temperature. 

Table 2. Comparative study of Classification algorithms 

 

 

 

 

 

 

 

 

 

 

 
Test results and analysis 

X0 is Seasonal Occurrence, X1 is Temperature 
 

Tree 0 

 

 

Fig 2. Tree based on Seasonal Occurrence 

 

Rule 1: If it is a dry season then maruc pod borer 

pest attacks high on black gram crop. 

Rule 2: If rule 1 is true then spodopteraexigua pests 

occurs high. 

Rule 3: If rule 1 is false then during spring season 

maruc pod borer attacks high on black gram crop. 

Rule 4: If it is rainy season then green leafhopper 

pest attacks high on rice crop. 

Rule 5: If temperature is less than equal to 30 

degrees then maruc pod borer pest attacks high on 

black gram crop. 

Rule 6: If temperature is less than 23 degrees then 

stem weevil pests attacks high on jute crop. 

Rule 7: If there is warm season then mites pests 

attacks high on cotton, jowar, jute, sesame and 

chilly crops. 

Rule 8: If temperature is less than equal to 31 

degrees then climbing cutworm attacks high on rice 

crop. 

Rule 9: If temperature is less than equal to 

27degrees then seedling blight pest attacks high on 

jute crop. 

Rule 10: If temperature is less than equal to 35 

degrees then leaf hopper pest attacks cotton crop. 

S. 
No 

Classi 

fier 

Applie 

d 

Accura 

cy 

Percent 

age 

Model 

Predict

ion 

Time 

in 

second 
s 

Rules 

genera 

ted 

Interpreta 

tion 

Visualiza 

tion 

1 K-NN 95 0.24 No No No 

2  70 0.9 No No No 

3 DT 38 60 No No No 

4 SVM 75 0.01 No No No 

5 RFC 95 90 Yes Yes Yes 

6 ABC 80 78 No No No 

 



May – June 2020 

ISSN: 0193-4120 Page No. 5776-5788 

5782 Published by: The Mattingley Publishing Co., Inc. 

 

 

Rule 11: If temperature is less than equal to 24 

degrees then mites’ pest attacks on cotton, jowar, 

jute, sesame and chilly crops. 

Tree 1 

 

 

Fig  3. Tree based on Temperature 

Rule 1: If temperature is less than equal to 21 

degrees then maruc pod borer pest attacks on black 

gram crop. 

Rule 2: If rule 1 is true and temperature is less than 

equal to 20 degrees then mite pest attack high on 

jowar crop. 

Rule 3: If rule 1 is false and temperature is less than 

equal to 24 degrees then ear head caterpillars’ pests 

attack high on ragi crop. 

Rule 4: If temperature is less than equal to 23 

degrees then mites pest attack on cotton, sesame 

and chilly crops. 

Rule 5: If temperature is less than equal to 22 

degrees then ear head bug pest attacks on jowar 

crops. 

Rule 6: If it is spring season then leaf webber cum 

capsule borer pest attacks on sesame crop. 

Rule 7:If it is spring season then leaf folder pest 

attacks on soybean and rice crops. 

Rule 8: If it is spring season then ear head 

caterpillars’ pest attacks on ragi crop. 

Rule 9: If temperature is less than equal to 27 

degrees then maruc pod borer pest attacks on black 

gram crop. 

Rule 10: If temperature is less than equal to 25 

degrees then stem weevil pest attacks on Jute crop. 

Rule 11: If temperature is less than equal to 36 

degrees then stemborers pest attacks on rice, jowar 

and ragi crops. 

Rule 12: If it is warm season then stemborers pest 

attacks on rice, jowar and ragi crops. 

Tree 2 
 

 

Fig 4. Tree based on Seasonal Occurrence  

 

Rule 1: If it is spring season then maruc pod borer 

pest is attacking high on black gram crop. 

Rule 2: If rule 1 is true and if temperature is less 

than 27 degrees then maruc pod borer pest is 

attacking on black gram crop. 

Rule 3: If rule 2 is false and if it is warm season 

then mites pest attacks chilly, cotton and sesame 

crops. 

Rule 4: If temperature is less than equal to 36 

degrees then maruc pod borer pest is attacking high 

on black gram crop. 

Rule 5: If temperature is less than equal to 28 

degrees then ear head caterpillars’ pest is attacking 

high on ragi crop. 
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Rule 6: If temperature is less than equal to 35 

degrees then cut worms’ pest attack korra crop. 

Rule 7: If temperature is less than equal to 23 

degrees then leaf folder pest attack high on soybean 

and rice crop. 

Rule 8: If temperature is less than equal to 26 

degrees then stem weevil pest attack high on jute 

crop. 

Rule 9: If temperature is less than equal to 24 

degrees then aphids pest attack high on black gram, 

cotton, chilly. 

Rule 10: If temperature is less than equal to 31 

degrees then seedling blight pest attack high on jute 

crop. 

Rule 11: If temperature is less than equal to 35 

degrees then leaf hopper pest attack high on cotton 

crop. 

Rule 12: If temperature is less than equal to 27 

degrees then pink bollworm pests attack high on 

cotton crop. 

Rule 13: If temperature is less than equal to 24 

degrees then mites pests attack high on chilly, 

cotton ,sesame, jowar and jute crops. 

 

Tree 3 
 

Fig 5. Tree based on Seasonal Occurrence 

Rule 1: If it is dry season then maruc pod borer pest 

attacks on black gram crop. 

Rule 2: If rule 1 is true then spodopteraexigua pest 

attacks on bengal gram crop. 

Rule 3: If rule 2 is false and if season is spring, 

maruc pod borer pest attacks on bengal gram crop. 

Rule 4: If it is heavy rainy season then maruc pod 

borer pest attacks on bengal gram crop. 

Rule 5: If temperature is less than equal to 27 

degrees then leaf folder pest attacks soybean and 

rice crops. 

Rule 6: If temperature is less than equal to 30 

degrees then bihar hairy caterpillar pest attacks 

sesame crop. 

Rule 7: If temperature is less than equal to 21 

degrees then marcua pod borer pest attacks red  

gram crop. 

Rule 8: If temperature is less than equal to 

20degrees then mite pest attack jute and jowar 

crops. 

Rule 9: If temperature is less than equal to 24 

degrees then ear head caterpillars pests attacks 

ragi crop. 

Rule 10: If temperature is less than equal to 23 

degrees then mites pest attack sesame, chilly and 

cotton crops. 

Rule 11: If it is warm season then stem borer pest 

attacks rice, jowar and ragi crops. 

Tree 4 
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Fig 6. Tree based on Temperature 

 

Rule 1: If temperature is less than equal to 21 

degrees then maruc pod borer pest attacks high on 

black gram crop. 

Rule 2: If rule 1 is true and if temperature is less 

than equal to 20 degrees then mite pests’ attacks 

jowar and jute crops. 

Rule 3: If rule 2 is false and if season is spring then 

ear head caterpillar pests attack high in ragi crop. 

Rule 4: If it is dry season then stem borers pest will 

attack high on ragi crop. 

Rule 5: If temperature is less than equal to 27 

degrees then maruc pod borer pest attack high in 

black gram crop. 

Rule 6: If temperature is less than equal to 23 

degrees then leaf folder pest attack high in soybean 

and rice. 

Rule 7: If temperature is less than equal to 36 

degrees then ear head caterpillars pests attacks high 

in ragi crop. 

Rule 8: If temperature is less than equal to 26 

degrees then stem borer pest attacks rice. 

Rule 9: If temperature is less than equal to 31 

degrees then seedling blight pest attacks on jute 

crop. 

Rule 10: If temperature is less than equal to 35 

degrees then leaf hopper pest attacks on cotton crop. 

Rule 11: If temperature is less than equal to 24 

degrees then mites’ pest attacks cotton, sesame and 

chilly crops. 

Tree 5 
 

Fig 7. Tree based on Temperature 

 

Rule 1: If temperature is less than equal to 21 

degrees then maruc pod borer pest attack in black 

gram crop. 

Rule 2: If rule 1 is true and if temperature is less 

than equal to 20 degrees then mite pest attack on 

jute and jowar. 

Rule 3: If rule 1 is false and it is spring season then 

ear head caterpillars pest attack in ragi crop. 

Rule 4: If temperature is less than 7 degrees then 

maruc pod borer pest attacks in black gram crop. 

Rule 5: If temperature is less than 25 degrees then 

leaf folder pests attack soybean and rice crop. 

Rule 6: If it is dry season then maruc pod borer pest 

attacks black gram crop. 

Rule 7: If it is warm season then seedling blight  

pest attacks jute crop. 

Rule 8: If temperature is less than 31 degrees then 

seedling blight pest attack jute crop. 

Rule 9: If temperature is less than 35 degrees then 

marcua pod borer pest attacks red gram crop. 

Rule 10: If temperature is less than 24 degrees then 

mites pest attack sesame, chilly and cotton crops. 
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Tree 6 
 

Fig 8. Tree based on Seasonal Occurrence  

 

Rule 1: If it is a spring season maruc pod borer pest 

attacks black gram crop. 

Rule 2: If rule 1 is true and if it is rainy season then 

maruc pod borer pest attacks high in black gram 

crop. 

Rule 3: If rule 1 is false and if temperature is less 

than equal to 21 degrees then stem borer pest 

attacks rice, jowar and ragi crops. 

Rule 4: If temperature is less than equal to 31 

degrees then maruc pod borer pest attacks black 

gram crop. 

Rule 5: If temperature is less than equal to 25 

degrees then stem weevil pest attacks on jute crop. 

Rule 6: If it is a dry season maruc pod borer pest 

attacks black gram crop. 

Rule 7: If temperature is less than equal to 20 

degrees then mite pest attacks jowar and jute crop. 

Rule 8: If temperature is less than equal to 35 

degrees then stem borer pest attacks jowar and rice 

crops. 

Rule 9: If temperature is less than equal to 23 

degrees then mites’ pest attacks sesame, chilly and 

cotton crop. 

Tree 7 

 

 
Fig 9. Tree based on Temperature 

 

Rule 1: If temperature is less than equal to 21 

degrees then maruc pod borer pest attacks black 

gram crop. 

Rule 2: If rule 1 is true and if temperature is less 

than equal to 20 degrees then mite pest attacks 

jowar and jute crop. 

Rule 3: If rule 2 is false and if temperature is less 

than equal to 24 degrees then ear head caterpillars’ 

pest attacks in ragi crop. 

Rule 4: If it is spring season then mites’ pest attacks 

sesame, chilly and cotton crops. 

Rule 5: If temperature is less than 23 degrees mites 

pest attacks sesame, chilly and cotton crop. 

Rule 6: If it is spring season then aphids pest attacks 

black gram, cotton and chilly crops. 

Rule 8: If temperature is less than 35 degrees then 

maruc pod borer pest attacks black gram crop. 

Rule 9: If temperature is less than 29 degrees then 

ear head caterpillars pest attacks ragi crop. 

Rule 10: If it is a spring season then marcua pod 

borer pest attacks red gram crop. 

Tree 8 
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Fig 10. Tree based on Seasonal Occurrence  

Rule 1: If it is spring season then maruc pod borer 

pest attacks on black gram crop. 

Rule 2: If the rule 1 is true and if it dry season then 

maruc pod borer pest attacks on black gram crop. 

Rule 3: If rule 1 is false and if temperature is 

21degrees then stem borer pest attacks rice and 

jowar crops. 

Rule 4: If it is rainy season then maruc pod borer 

pest attacks on black gram crop. 

Rule 5: If temperature is less than equal to 30 

degrees then maruc pod borer pest attacks on black 

gram crop 

Rule 6: If temperature is less than equal to 23 

degrees then stem weevil pest attacks on jute crop. 

Rule 7: If temperature is less than equal to 20 

degrees then mite pest attacks jowar and jute crop. 

Rule 8: If it is a warm season then stem borer pest 

attacks rice and jowar crops. 

Rule 9: If temperature is less than equal to 31 

degrees then seedling blight pest attacks jute crop. 

Rule 10: If temperature is less than equal to 35 

degrees then stem borer pest attacks rice and jowar 

crops. 

Rule 11: If temperature is less than equal to 24 

degrees then mites’ pest attacks cotton, sesame and 

chilly crops. 

Tree 9 
 

Fig 11. Tree based on Seasonal Occurrence  

 

Rule 1: If it is spring season then maruc pod borer 

pest attacks in black gram crop. 

Rule 2: If rule 1 is true and temperature is less than 

equal to 27 degrees then maruc pod borer pest 

attacks in black gram crop. 

Rule 3: If rule 1 is false and if season is warm then 

ear head bug pest attacks jowar crop. 

Rule 4: If temperature is less than equal to 36 

degrees then stem borers pest attacks ragi crop. 

Rule 5: If temperature is less than equal to 26 

degrees then stem weevil pest attacks jute crop. 

Rule 6: If temperature is less than equal to 24 

degrees then panicle worm pest attacks jowar crop. 

Rule 7: If it is dry season then stem borers pest 

attacks ragi crop. 

Rule 8: If temperature is less than equal to 31 

degrees then seedling blight pest attacks jute crop. 

Rule 9: If temperature is less than equal to 29 

degrees then army worms pest attacks on korra and 

ragi crops. 

Rule 10: If temperature is less than equal to 35 

degrees then leaf hopper pest attacks on cotton crop. 

Rule 11: If temperature is less than equal to 21 

degrees then mite pest attacks on jowar and jute 

crop. 
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Rule 12: If temperature is less than equal to 24 

degrees then mites’ pest attacks on chilly, cotton 

and sesame crops. 

The trees generated give the classification of pests 

which occurred in unusual seasons and in different 

temperatures. Some pests like maruc pod borer, 

mites and stem borer effects the crops mostly in all 

seasons. 

VI. CONCLUSION 

 
Agriculture is a main occupation in Andhra 

Pradesh. Many crops are cultivated in this state, and 

pest attack is one of the biggest problems in 

agriculture. The problem is occurred due to climate, 

season and type of crop. Here for study, crop pest 

classification is done based on temperature and 

seasons. The data has twenty major crops with their 

pest name, temperature, and seasonal occurrence. 

The data set is in uncountable from so here 

MongoDB is used for data storage and retrieval 

using python programming language. Then machine 

learning is applied to dataset for prediction by using 

methodsDecision Tree (DT), Random Forest 

Classifier (RFC), K-Nearest Neighbour (K-NN), 

Gaussian Naïve Bays (GNB), Support Vector 

Machine (SVM) and Ada Boost Classifier (ABC) 

are applied. Among them Random forest classifier 

is proved to be best method for analysing the crop. 

By analysis RFC performs well for classification of 

various types of pest attack under different weather 

conditions. This classification assists the department 

of agriculture to take necessary decisions to control 

pests. 
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