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Abstract 

When it comes to image processing, a system or an algorithm 

designed to process an image cannot work with an image in its raw 

format. Image pre-processing plays an important role in transforming 

or encoding an image in a form that can be comprehended by the 

algorithm/system. This may include extraction of certain features or 

combining features to transform the image into a desirable format. 

One of the most essential pre-processing tasks is the localization of 

objects/areas of interest in an image. Localization focuses on 

detecting only the parts of the image that are to be processed while 

ignoring the rest of the image. This paper describes an effective 

method in localizing the eye region from an image which contains the 

upper region of a human face. The dataset used to perform 

localization of the eye region is the second subset of the CASIA-Iris-

Mobile-V1.0. It is done using a combination of various Haar Cascade 

classifiers. 

 

Keywords: Localization of Eyes, Digital Image Processing, Image 

Pre-processing. 
 

 
1. Introduction 

Localization is a pre-processing technique which is used 

to detect/extract only the elements of an image which are 

necessary for further processing. It is easier to work with 

an image which contains only the necessary information 

with minimal noise. Anything that is not required to be 

processed or considered useless can be removed to make 

the processing conducted in later stages more efficient 

and robust. This paper discusses about how the human 

eye region from an image of the face can be detected and 

localized for further processing. The technique used in 

this paper can be divided into 4 modules; namely, image 

transformation, conditional classifier selection, prediction 

agglomeration and transitive extraction.  

Every image in the dataset contains images of the face 

with both the eyes. The size of the original image from 

which the eye region has to be localized is 1968 x 1024 

pixels. In the first module, which is image transformation, 

the original image is reduced to 10 percent of its original 

size, i.e., 196 x 102 pixels. 

 

In this paper, we have used a combination of multiple 

haar cascade classifiers to localize both the left and right 

eye regions from the image. Based on certain conditions 

specified, the transformed image is fed into one or more 

classifiers making the technique more robust. This is 

carried out in the conditional classifier selection module. 

Since the transformed image has been fed into one or 

more classifiers, there will be one or more predictions of 

the eye region. In the prediction agglomeration module, 

the multiple predictions are agglomerated to produce a 

single eye region which is more accurate. 

The final prediction in the previous module is made 

on the transformed image. This prediction is applied to 

the original image in an appropriate fashion in the 

transitive extraction module. Finally, the predicted eye 

region is cropped out from the original image. 

The decision to use haar cascade classifier was made 

due to its ability to handle images of any resolution. This 

makes the classifier capable of localizing the eye region 

in images with various resolutions. We also have the 

added advantage of providing real-time localization and 
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are extremely computationally efficient. They work with 

barely 50 percent of the image data but are capable of 

predicting 99 percent of the targeted output. They operate 

under the concept of sub-windows and resolution 

pyramids. Any haar cascade contains a certain number of 

classifiers which gets progressively more complicated as 

the earlier ones are used to detect low level features and 

the later ones more complex features. Thereby, if a sub-

window is rejected by an earlier classifier, it is not 

processed by the subsequent ones. Using several 

classifiers in combination provides us with extremely 

robust predictions of the eye region which are capable of 

handling nearly any input. 

 

2. Literature  Survey 

Eye localization is the first part of the iris verification 

pipeline which is considered one of the most vital pre-

processing steps for increasing the efficiency of the 

system. And as such, there has been a lot of research 

work carried out in the field of ocular biometrics [5]. Eye 

localization can be considered as the most important step 

in the pipeline as the subsequent modules depend upon it 

to provide accurate input for further processing. If this 

module fails to perform efficiently enough, there will be a 

cascading effect on the performance of the subsequent 

modules. There is much work carried out in this field, the 

most notable of which is by Daugman et al [20]. 

Daugman's method is one of the first methods to perform 

iris verification accurately and boasts a false acceptance 

rate of one in 4 million, and has proved to be the 

definitive algorithm to be used in terms of iris verification 

to this day. Hough transform is another algorithm which 

is often used when performing the iris segmentation task 

[7]. The requirement of this particular iris segmentation 

algorithm as well as other approaches such as U-net Deep 

Convolutional Neural Network models [1] is that we 

provide a properly localized eye to it as an input. In 

recent times, deep neural networks have proven to be 

much more adept at iris segmentation as they are not 

limited to only extracting an annulus iris region by 

finding two circles in the image like Daugman’s 

algorithm or the Hough transform approach. They can be 

trained to find asymmetric iris regions containing eyelids, 

eyelashes and other artefacts [4]. The methodology laid 

out in [2] provides the outline necessary for carrying out 

the iris verification process using more than one facial 

features. In it, eye localizations have been carried out 

using the AdaBoost classifier [18]. Furthermore, [8] 

outlines a hard-computing methodology for iris 

segmentation. Regardless of whether the iris 

segmentation algorithm is a soft or hard algorithm, both 

require an accurately localized eye for further processing 

in order to obtain better results. For obtaining an 

appropriate feature representation of the segmented iris, 

the one mentioned in [6] proves to be the most efficient 

method. Finally, proper eye localization would be crucial 

in mission critical systems such as secure authentication 

systems [3]. 

3. Technical details 

A. Dataset 

The dataset utilized is the publicly available CASIA-Iris-

Mobile-V1.0-S2 (Second subset). The dataset consists of a 

total of 6000 images. These images were collected from a 

total of 200 subjects. 10 images of each subject were 

captured from 3 different distances giving a total of 30 

images per subject. The distances at which the subjects’ 

images were captured are 20, 25 and 30 centimeters. The 

images were captured using an external NIR setup which 

consisted of multiple NIR LEDs surrounding the camera. 

The captured images have a resolution of 1968 x 1024 

pixels and are in grayscale. The dataset primarily consists 

of subjects of Asian ethnicity. Each image consists of the 

upper face region, specifically, the eyes and the bridge of 

the nose. Some images also contain other artefacts such as 

hair and eyebrows. Occasionally, few images contain a 

partial background as well. 

 

B. OpenCV  

The localization algorithm mainly uses the OpenCV 

Python library. OpenCV provides a wide variety of 

functions pertaining to Computer Vision. Some of the 

functions we have utilized include cv2.cvtColor(), 

cv2.resize(), cv2.imread() and cv2.imwrite(). When 

resizing the image, the interpolation used is 

cv2.INTER_AREA. OpenCV provides numerous pre-

trained 

haar cascade classifiers for detecting various artefacts. Of 

these, 4 classifiers are provided for the purpose of locating 

eyes. 

These include haarcascade_eye.xml, 

haarcascade_eye_tree_eyeglasses.xml, 

haarcascade_lefteye_2splits.xml 

and haarcascade_righteye_2splits.xml. 

All the classifiers are trained using a 20 x 20 pixels 

window. The first classifier is a stump-based frontal eye 

detector. The second classifier is a tree-based frontal eye 

detector with better handling of eyeglasses. The third and 

fourth classifiers are also tree-based. The third classifier is 

a left eye detector while the fourth one is a right eye 

detector. Both these detectors are trained by 6665 positive 

samples from FERET, VALID and BioID face databases. 

 

C. Environment and Optimization 

We have used Python language with Jupyter Notebook 

and the entire setup has been configured in a conda 

environment. The libraries used include numpy, h5py, 

opencv, glob and matplotlib for visualization. 

In order to reduce the load time of the entire dataset 

containing 6000 images, the dataset was initially resized 1 

image at a time, converted into a numpy array and saved 

as an h5 file resulting in a much better time complexity. 

Where it took several minutes to load all the 6000 images 

into the Python environment using cv2.imread(), it only 

takes few seconds to load the entire dataset using h5py. 
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4. Methodology 

The localization algorithm used in this paper is sub-

divided into 4 parts. They are: 

 Image Transformation 

 Conditional Classifier Selection 

 Prediction Agglomeration 

 Transitive Extraction 

 

A. Image Transformation 

As described earlier, the original images from the dataset 

are resized in such a manner that the new image has a 

resolution that is 10 percent of the original resolution; 

thereby having a size of 196 x 102 pixels. The reason the 

images are resized instead of using the uncompressed raw 

images is that it provides us an exponentially better space 

and time complexity while still retaining all the necessary 

information contained in the original image required for 

localizing the eyes. Once the images are resized, all 6000 

of them are made into a single numpy array and saved as a 

h5 file which makes it easier to access them later as 

needed. The haar cascade classifier has been trained with a 

window of 20 x 20 pixels and therefore can much more 

easily localize the eyes in the resized image. 

 

B. Conditional Classifier Selection 

The algorithm consists of global parameters which include 

the width of the resized image, the mid-point of the width, 

a variable p whose value has been found to be 5.16, 

another variable q whose value has been found to be 3.3 

and a variable j whose value has been found to be 5.0. p, q 

and j have been found through trial and error as they 

provide the most optimal predictions when used with haar 

cascade classifiers. The variable mins signifies the 

minimum width of any prediction made by the classifiers 

and its value is set to be width/p. The variable bigs 

signifies the maximum width of any prediction made by 

the classifiers and its value is set to be width/q. The last 

global parameter is called size and it represents the width 

of the final crop which will be extracted from the original 

image. 

For each image, there exists few local parameters 

which are reset whenever a new image is to be processed. 

These include flagL which is set to 0 representing that the 

left eye has not been found yet in the image and flagR 

which is also set to 0 representing that the right eye has 

not been found yet in the image. Subsequently, whenever 

the left or right eye is localized, these flags are set to 1. 

Leye and Reye are initialized as empty lists and will 

contain the predictions for the left and right eyes when the 

classifiers are used. 

Each time a classifier is utilized, it is passed 4 

parameters. The first being the grayscale image itself, the 

second being the scale factor, the third being minSize and 

lastly maxSize. The most important parameter of these 4 is 

the scale factor which has been set to a value of 1.005. We 

arrived at this value through trial and error. 

For haar cascade classifiers, the scale factor determines 

how fine the scaling pyramid is going to be. Its value 

should always be greater than 1. The scaling pyramid is 

created by taking the image and reducing its resolution by 

the scale factor to create the next level. A greater scale 

factor results in fewer stacks whereas a smaller scale 

factor results in a larger number of stacks. If we use a 

larger scale factor, the execution time of the classifier 

reduces but there is a possibility of missing out certain 

artefacts. Whereas, using a very small scale-factor causes 

the execution time to increase and can produce many false 

positives. Therefore, it is necessary to finetune the scale 

factor to our needs appropriately. 

In those conditions where the left or right eye classifier 

is used, the predictions have an anomaly of having the eye 

in the lower portion of the bounding box. Therefore, the 

position of the bounding box is adjusted in such a way that 

the eye is roughly in the center of the bounding box. The 

distance by which the bounding box is moved is equal to 

the width of the bounding box divided by the variable j. 

 

 

Figure 1: (a) Bounding box positioning anomaly. 

 

 

Figure 1: (b) Corrected position of bounding box. 

 

Once the list of eyes is obtained from the haar cascade 

classifiers, they are segregated into Leye or Reye. If the 

midpoint of a predicted eye is less than the midpoint of the 

image, it is classified as a left eye. Whereas, if the 

midpoint of a predicted eye is greater than the midpoint of 

the image, it is classified as a right eye. Whenever an eye 

is classified into the left or right list, the respective flag is 

set to 1. 

 

C. Prediction Agglomeration 

Once the transformed image passes through the various 

haar cascade classifiers, we obtain a list of bounding 

boxes for each eye that contains one or more bounding 

box. Now we take the list for each eye and find the mean 

values of their x-coordinate, y-coordinate and width. This 

gives us one bounding box for each eye. 
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D. Transitive extraction 

Once we’ve obtained the bounding box for an eye, we can 

proceed to use it to extract the eye localization from the 

original image. The bounding box is described by a list of 

3 parameters namely, x-coordinate, y-coordinate and 

width. The x and y coordinates correspond to the top left 

corner of the bounding box and the width is the width of 

the bounding box which is the same as its height. Since we 

had reduced the size of the original image to 10 percent of 

the original size, we can seamlessly obtain the coordinates 

and the width of the bounding box for localizing the eyes 

in the original image simply by multiplying the 3 

parameters which we had obtained earlier by 10. For 

example, if the 3 parameters in the resized image are 23, 

16 and 48, that is, the coordinates are (23,16) and the 

width is 48 then the parameters of the bounding box in the 

original image will simply be 230, 160 and 480 

respectively. 

Once we have these 3 parameters, we calculate the 

coordinates of the center of the bounding box by adding 

half the width to the x and y coordinates. From the center 

point, we calculate the final x and y coordinates by 

subtracting half the value of the variable named size. For 

instance, if the center of the bounding box is (302,410) 

and the size of our bounding box is supposed to be 400 

pixels, the final x and y coordinates are 302 - (400 / 2) = 

102 and 410 - (400 / 2) = 210, thus giving us (102,210) as 

the x and y coordinates of the bounding box in the original 

image and 400 pixels as the width of the bounding box. 

We do this so that each eye localization that we obtain has 

a fixed width (We have chosen 400 pixels as the standard 

width). Using these 3 parameters, we crop the localized 

eye from the original image. This entire process is carried 

out for both the left and right eyes. 

 

 
Figure 2: (a) Cropped left eye. 

(b) Cropped right eye. 

 

5. Conclusion 

In this paper we have outlined an eye localization 

algorithm which uses multiple pre-trained haar cascade 

classifiers available through open software libraries and 

have applied it on the CASIA-Iris-Mobile-V1.0-S2 

(Second subset). 

This localization algorithm proves to be extremely 

robust and provides an accuracy of 99.75%. 

 
Figure 3: (a) Original image with upper face region. 

(b) Image with localized eyes. 

Finally, to sum up, the model is sufficiently capable of 

localizing the eye from an image containing the upper 

part of a human face. 

 

6. Scope and Future Enhancement 

Localization is a vital pre-processing technique which 

reduces computational complexity in computer vision 

tasks. Localization of eyes is the first step in the iris 

recognition pipeline which helps in making the 

processing in later stages easier and faster. In the future, 

we plan to incorporate an iris segmentation module to 

extract only the iris region of the localized eye using a 

deep convolutional neural network and a feature vector 

generation algorithm thereby creating a complete iris 

verification system which can be used for secure 

authentication in various settings. 
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