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Abstract 
Since the late 20th century, the number of internet users has increased 

dramatically as has the number of web searches performed on a daily 

basis and the amount of information available to us. However, not all 

data that we get in search results are reliable or relevant which means 

that it may become more and more difficult to get satisfactory results 

from web searches. To solve this problem we use recommendation 

systems. Recommendation system shows us only the relevant 

information. Recommendation Engines can make various suggestions 

about artifacts to users. In our day-to-day lives, they may predict 

whether a user may like to buy a particular product online or if they 

are interested in a particular movie or are interested in listening to a 

particular song. To pick a movie, a user might search various websites 

to find a highly rated and well-reviewed movie which is very time-

consuming. Here, we have created this recommendation system using 

the following methods. Content-based filtering takes keywords from 

the movie dataset and suggests it to a relevant user. Social based 

filtering takes reviews from multiple users and suggests it to another 

user. However, these methods do not use a significant amount of 

information available. This paper is an approach to a recommendation 

that is able to use both user ratings and other information available 

that will help in recommending movies to users. Our method uses 

these methods on a dataset containing more than 5000 different 

movies. 

 

Index Terms: Movie recommendation system, Collaborative filtering, 

content-based filtering, Hybrid approach, Scalability 

 

 

1. Introduction 

Entertainment is very important these days, whether it is a 

busy day at work or just a bad day in general, 

entertainment such as movies, songs, etc. refresh us and 

get us ready for the next day. Movies play a huge part in 

entertaining us. There are many different types of movies 

such as kids movies, educational movies, comedy, 

animated movies, etc. Movies can be easily distinguished 

by their genres. Another way to distinguish movies is by 

their year of release, language, cast information, etc., 

There are a number of ways in which we can search 

for a good movie. Recommendation systems have come a 

long way in this aspect. This system helps us save time 

and energy hence, they must be reliable and should be 

able to provide a movie that is exactly what we want or at 

least similar to what we want. In the last few years, with 
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the increase in social networking, huge amounts of data 

are being generated on the internet. To eradicate the 

overload of data recommendation systems are used as an 

information filtering tool. Hence, there is a huge potential 

for exploration in this field. 

2. Related Work 

In 2006, Machine Learning and Data Mining contest was 

organized by Netflix to improve their recommendation 

Engines by 10%. Even though their recommendation 

engines did not improve, the algorithms and techniques 

discovered were innovative. In 2008 Gaurangi Tilak 

introduced an expert movie recommendation engine 

called Movie GEN. They implemented this system using 

technologies like machine learning and cluster analysis 

on the basis of hybrid recommendation methods.  Based 

on the user`s answers, it refines the movie set and finally 

recommends movies to the users. Hirdesh Shivhare in 

2015, suggested an integrative method by incorporating a  

fuzzy c-means clustering method and a genetic algorithm-

based weighted similarity measure to construct a movie 

recommendation system. 

3. Techniques Used in Proposed Methodology 

The solution proposed is to improve the quality and 

simplicity of the recommendation engine. We have used 

Content-based filtering and collaborative filtering to get 

the recommendations. To efficiently compute the 

similarity between the different movies present in the 

given dataset and to reduce the time taken for 

computation of the movie recommender system, we have 

used cosine similarity algorithms. 

The overview obtained from the Kaggle dataset is used to 

detect the similarity between two movies. TfIDvectorizer 

is implemented to compute the similarity between any 

two movies in the given dataset from Kaggle. 

A)  Weighted hybrid filtering 

Weighted technique computes the prediction score as a 

result of combining all the recommendation approaches 

by considering them as a variable in the linear 

combination. 

Movies_Cleaned_df[„weighted_average‟] 

=((R*v)+(C*m)/(v+m)) 

 

 
 

Figure 1: Graph for Weighted hybrid filtering 

B) Content-based filtering 

It is also known as cognitive filtering, recommending 

items based on the comparison between the particular 

item and the selected user profile. Each item is 

represented as terms that usually occur in the document. 

User‟s profile is also described in the same way as 

analyzing the contents viewed previously by them. 

C) Collaborative filtering 

Collaborative filtering is a technique that can filter out 

items based on the likes of a similar group of users. 

Under collaborative  filtering, we have, 

a) Simple SVM (support vector machine) 

It is an iterative supervised algorithm. Given a set of 

training examples, it divides them into one of the two 

given categories, shown in the figure below. 

 

 
 

Figure 2: Support vector machine 

b) Ratings based filtering 

This algorithm finds patterns that are consistent across the 

ratings of the other users. These patterns can be used on 

their own or in conjunction with social information to 

recommend content that a user may like. 

 

 
 

Figure 3:  Pivot table used by ratings based filtering 

D) Cosine similarity measure 

The “cosine similarity” measure for two vectors is 

calculated by taking a measure of the cosine of the angle 

between them. This checks for the orientation of the 

vectors, not their magnitude. 

 

Formula for “cosine similarity”: 

 

 

It is a criterion used to estimate how much identical 

objects (here movies)  are to each other.  

Euclidean’s distance can measure how dissimilar 

users are to each other when they don‟t like similar 

movies, but cannot be implemented when users like 

similar movies. Cosine Similarity overcomes Euclidean‟s 

distance problem of measuring similar users when 2 users 

like the same movies and dislike the same movies. 
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E)  Tf-IDF Vectorizer 

In content-based filtering, TF-IDF is used to provide 

priority (importance) to the words present in the 

summary. The priority is inversely related to the 

occurrence of the words in the passage. ie. The 

uncommon words have more importance than the 

common words. 

The basic formula is  

TF - IDF = TF * IDF 

Where TF is Term frequency 

IDF is Inverse document frequency 

Tf-IDF Vectorizer helps overcome the bag of words 

methodology which assigns almost the same priority 

levels to every word irrespective of how many times they 

occur in a document(overview column). 

F) Pearson’s Correlation 

Pearson‟s Correlation is used to find the strength of the 

covariance between 2 quantities (ie. Movies and User 

ratings). It is implemented for recommendations in 

collaborative filtering. 

The value of the coefficient always lies between the 

range 1 and -1, ie 1 being the most similar movies and -1 

being least similar movies (in this case). 

Pearson Correlation Formula : 

(x, y) = Covariance (x, y) / (σ x * σ y) 

Where x and y here are movie names, and user ratings. 

4. Proposed Methodology 

A. Dataset information 

One dataset from Kaggle and two other datasets from 

MovieLens have been used which have been generated 

for the purpose of research in the recommendation field. 

These are: 

1) Kaggle 5k movies 

2) Kaggle 5k credits 

3) MovieLens 5k latest 

The datasets have the following features: 

1. Ratings are assigned from 1 to 5. (1 means very bad, 5 

means very good). 

2. A minimum of 15 movies have been rated by each 

user. 

3. Other simple information such as gender, age, address, 

etc. is also provided. 

4. Movie features such as cast info, production info, etc. 

are also included. 

The reason for including datasets from multiple 

sources is to test the scalability of the engine, that is even 

with different datasets, the system will continue working 

well and give a good performance. 

5. Screenshots & Expected Outputs 

Providing Input for Content-based Filtering: name of the 

movie 

 

 
 

Providing Input for Collaborative Filtering: (name, 

rating) of the movie 

 

 
 

Output: Movies Recommended (ranked top 20  Most 

Similar Movies) 

 

 

6. Conclusion 

In this research paper, we have improved the accuracy, 

stability, and performance of the recommendation engine. 

We used collaborative filtering and content-based 

filtering to try and achieve the best performance. We 

compare multiple datasets to find out if the system is 

consistent with different datasets.  

7. Future Work 

The research work was successfully completed and we‟re 

satisfied with the results. Based on that, the following 

features can be added in the future: 

1) Language filters can be applied to further enhance the 

recommendations. 

2) Different categories of movies can be generated. 

3) Users can find out if they‟ve already watched the 

movie. 
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