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Abstract 

The Deep Neural Features Extraction is new method of extracting 

information from an image, this method focuses on extracting the 

portion of an image consisting of mitosis in histological images, 

which need to be segmented and processed for detection of breast 

cancer in human beings. Thus, we need a method that identifies the 

region of histology images having mitosis. As these mitosis is a 

sign of early stages of breast cancer, we proposed an algorithm for 

detecting the region of images through deep neural features. These 

histology images are preprocessed for enhancing the region that 

represents the mitosis, as these mitosis are primary cause of the 

breast cancer, we incorporated a new method of Deep Neural 

Features that may be helpful in extracting the required information 

from an image at different layers. Each layer contributes sufficient 

information towards detecting the mitosis in histology images, 

thereby the cancerous tissues are detected and stages of breast 

cancer is determined, whether the stages of image is benign or 

malignant. The proposed deep neural feature has yielded an 

accuracy of 98.38 % over a benchmark dataset. 

 

Keywords: Filtering, Deep Neural Network, Feature Extraction, 

Classification, Histology images. 

 

 

1. Introduction 

The serious issue in women is Breast Cancer, which 

needs to be detected in early stages of it and processed 

for further treatment. So that the lives of every women 

who suffers from breast cancer can be saved. Thus, 

proposed a new method of detecting the breast cancer 

in early stages of it and suitable treatment may be 

given to women. These histology images are 

considered for detecting the mitosis in images, as 

these mitosis are the main cause for breast cancer. 

These breast cancer poses serious problems, if 

suitable treatments are not taken. In order to detect 

whether the stages of breast cancer is a beginning 

stage are in ending stage are determined using the 

deep neural features extracted from an image. The 

extracted information from an image is processed 

through an appropriate classifier. So that the 

cancerous tissues detected is determined as weather 

Benign and Malignant. 
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Figure 1: Overall architectural framework of the 

proposed deep learning Feature Extraction. 

The research article has been presented with three (3) 

significant contributions like: 

1. The proposed deep neural features extraction has 

contributed towards new method features extraction 

in terms of color and texture based information. 

2. The Neural features performs the information 

retrieval through texture based representation of 

histology images 

3. The Neural features perform the information 

retrieval through color based representation 

concatenated with texture based methods. 

The overview of the proposed method shall be 

seen in different sections like section 2 describes the 

related research papers referred to come-up with new 

techniques of deep neural features extraction. Section 

3 presents the proposed deep neural features 

extraction for detection breast cancer in early stages 

of cancer. Section 4 represents the results and 

analyzes the results of the proposed methods over a 

benchmark dataset. Section 5 concludes the research 

article with inadequate contributions made towards 

detection of cancerous tissues in histology images. 

 

2. Related Work 

The deep weighted feature representation learning 

plays a vibrant role in understanding the features of a 

dataset consisting of images 40x, 100x, 200x, 400x. 

The related research articles. Features are extracted 

using kernels and these kernels are used for global 

feature extraction learning. The research information 

mentioned in [30] paves certain ways to extract 

features of an image. The research articles [24], [26], 

[28] have given a hint as to how the processing is to 

be performed initially before detecting and 

segmenting the nuclei of images. 

 Deep neural techniques guided by local 

clustering [7], [20], [21], [22], [23] is also used to 

extract features of an image with certain methods like 

grouping of similar items on certain criteria has 

helped to analyze and understand the features of an 

image. Computer Aided Diagnosis [2], [3], [6], [8] 

also plays a suitable role in detecting the nuclei in 

histological images but also faces certain deficiencies 

like true positives against ground truth has reduced 

due to various other parameters such deficiencies 

have been addressed in our proposed research article 

while detecting the mitosis in histology images. 

 

3. Proposed Deep Weighted Features 

Representation Learning 

The representation of images is one of the important 

process of image processing and machine learning, as 

it is essential for prediction of detected regions of 

images into different classes. Thus, we proposed a 

new method of feature extraction Deep Weighted 

Representation Learning. The process of 

representation learning is represented pictorially in 

fig.1, where the features are extracted with kernels. 

The process of feature representation learning is 

presented in subsequent sections. 

 

a. Extraction of Deep Weighted Features 

The features of an RGB image is extracted by 

considering the texture and color based Convolutional 

neural Networks. The texture includes Local Binary 

Pattern (LBP) and color based feature extraction is 

used to extract required information from an image. 

Further, the extracted information from an image is 

subjected to classification of information into 

different classes. The proposed research article has 2 

classes like Benign and Malignant. 

 

b. Training 

The detection of certain features in breast images that 

may pose cevior health issues in women as per [12], 

[15], and [16]. Thus, we proposed a new method that 

detects those features from an image and determines 

the stage of breast cancer whether it is a benign or 

malignant. We addressed the problem of breast cancer 

as (1). 

 
 [9], [10], [11] is a texture feature descriptor 

that places a constraint of binarization by applying the 

threshold values, where the threshold specifies the 

binarization values that may be used to represent the 

features of an image. Thus, the Texture based feature 

representation helps our proposed method in detecting 

the portion of an image, where exactly the features of 

benign and malignant information is represented. 

The color based feature representation [13], [14] 

is another strategy that helped us in representing the 

portion of RGB image consisting of information of 

either Benign or Malignant. Further, the Color based 

information representation presents the features in 

concatenation with texture based feature 

representation learning. We trained our system to 

learn the features in images as such all information 

from an image. LBP based Texture feature 

representation along with color feature representation 

is used as a kernel for training a system with deep 
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convolutional neural networks. The deep 

convolutional features are represented with 3D image 

representation.  

The system is trained with texture and color based 

information for convolution as a part of training, then 

pooling task helps in gathering sufficient information 

for learning the information represented by Texture 

and Color based information. Further, the 

concatenation of texture and color based information 

representation helps in detecting the portion of an 

image having certain features of benign and 

malignant. Thus, we concatenated the texture and 

color based information during convolution and 

pooling is used to get information from 3Dimensional 

convolution. 

The color based information is represented in the 

form of RGB Image [1], [3], [4], [5] these color based 

information representation helps in gathering 

sufficient information in terms of concatenation. The 

concatenation us done on all 3Dimensional channels, 

where the dimension Red, Green and Blue channels 

are combined together with texture based information 

during convolution and sufficient information is 

gathered from an image for imbibing the system with 

sufficient information.  The metrics like Euclidian 

distance is used to analyse the performance of the 

proposed method to determine the effectiveness and 

robustness of proposed method towards detecting the 

features for early detection of Benign and Malignant. 

The texture LBP and color features are extracted 

in different folds with seed value of 5, and a scaling 

factor of 4 with 3 CNN encoders together forms the 

features of size 300 features from an input image. 

Further, the proposed method utilizes the features 

descriptors for detection of mitosis in histology 

images, where the presence of mitosis represents 

whether the histology image is an indication of breast 

cancer of benign or malignant. Thus, we proposed a 

method of extracting deep convolutional features that 

may be sufficient enough to predict the breast cancer 

in histology images. The Deep weighted feature 

representation learning system is trained with certain 

Local Binary Pattern (LBP) features along with color 

information together constitutes information form 

every patch of an image. Initially, we split the given 

input image into 64x64, where each patch is 

processed with deep kernels of LBP texture [17], [18] 

and color based information [19], [21]. These texture 

and color based information is used as a kernel to the 

individual patches, these individual patches are 

convoluted in all dimension (3-Dimensions). The 

information collected from all 3 dimensions are 

concatenated to form a color based information from 

an image, then texture LBP based information is also 

collected and concatenated with color based 

information together forms a features vector of every 

images of training portion of an image dataset. 

The probability of training versus testing is 

considered with different ratios like 80 percent of 

images are considered for training and the rest 20% of 

images are considered for testing, case 2 considers 70 

percent of images for training and 30 percent of 

images for testing, similarly case 3 considers 60 

percent of images for training and 40 percent of 

images to testing purpose. These probability [25], [27] 

based information of training versus testing is 

considered to check the effectiveness of the proposed 

Deep weighted feature representation learning over a 

dataset histological images. 

 

         

 
 

The deep weighted feature representation learning 

makes use of LBP texture based information along 

with color based information to extract sufficient 

information in terms of features. Thereby, the trained 

system with all these features together makes the 

system robust. The robustness towards predicting the 

early signs of breast cancer is possible in all datasets 

of 40x, 100x, 200x, 400x is possible. The result of 

such robustness shall be identified when the 

probability of training versus testing is used for 

predicting the portion of an image having the 

representation of benign and malignant. The accuracy 

of the proposed method is a basis for defining the 

usefulness of proposed method over different datasets. 

Further, the deep weighted features learning is 

considered as a state of the art method, as it works on 

all datasets of 40x, 100x, 200x and 400x. The deep 

weighted feature representation learning has made 

significant contribution towards detecting mitosis in 

histology images very accurately in comparison with 

other contemporary methods. 

 

c. Algorithm 

The proposed deep weighted feature representation 

learning detects the mitosis and discriminates the 

information gathered into different classes as Benign 

or Malignant. 

 

Input: An histology image 

Description: The proposed Deep weighted 

representation learning detects the mitosis and 

predicts the early signs of breast cancer and 

classifies the histology images into Benign or 

Malignant.  

Output: The system predicts the breast cancer is 

Benign or Malignant. 

Step 1:     [Initialization] 

Input images are trained with features of deep 
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convolution of features 

Step 2:     [Processing for Features Extraction] 

 Step 2.1:  Solve eq. (2) 

 Step 2.2: Calculate LBP features 

 Step 2.3:  Solve eq. (3) 

 Step 2.4: Calculate threshold information 

Step 3:     [Optimization] 

 

 Step 3.1: Concatenate LBP with color 

information by solving eq. (4). 

 Step 3.2: Use LBP with color features as 

kernel or mask for     

Convolution phase of training the 

system.   

Step 4:     [Output] 

                                  Predicts the region of 

mitosis and classifies the      

                                     histology images into 

different classes 

 

Algorithm 1: Deep weighted feature representation 

learning for prediction of Breast Cancer and 

classification of cancerous tissues detected into 

benign or malignant. 

 

Testing 

The testing is a part of assessment of images, as it is 

dependent on information gathered from training 

phase. The system is trained with 3-Dimensional 

features of color and textures, similarly, during the 

testing phase, the process of features extraction with 

LBP texture features along with color information is 

done as a part of kernel or sliding window over every 

individual patches of an input test image, thereby the 

proposed method finds the similarity metric learning 

using Euclidean distance to detect the information 

represented from training phase. The metric learning 

helps the proposed method to detect the portion of an 

image having such similarity in histology images are 

detected. So that the prevention of breast cancer is 

possible with appropriate treatment. 

    

 
 

(a) 

 
 

(a) (b) 

(b)  

Figure 3. Predicted results of individual images of a 

dataset consisting of Benign and Malignant. (a) 

Indicates the prediction of benign and (b) represents 

the prediction of malignant. 

 

Figure 4: Predicted results of individual images of a 

dataset 40x consisting of Benign and Malignant. (a) 

Indicates the prediction of benign and (b) represents 

the prediction of malignant. 

 

The graphical representation of the deep weighted 

learning is assessed with ground truth results by 

considering the total number of benign and malignant 

images across different datasets like 40x, 100x, 200x 

and 400x. 

 

 
 

Figure 5: Predicted results of individual images of a 

dataset 100x consisting of Benign and Malignant. (a) 

Indicates the prediction of benign and (b) represents 

the prediction of malignant. 
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The results of deep weighted feature learning with 

respect to the images of dataset 100x of histology is 

presented in fig.5. Further, the proposed deep 

weighted feature learning is much better than other 

methods on every folds of classification. The fold 2 of 

the proposed deep weighted feature learning is 

comparatively less than Rakhlin.et.al [30], and has 

produced good accuracy of classifying the breast 

cancer issues comparatively better than all other 

methods mentioned in fig.8. 

Further, the resulting values from a proposed method 

has been represented with polynomial equation in 

fig.5 to state that the suggested proposed method has 

produced improved results than other existing 

methods and it is an obvious that the proposed method 

had yielded good results for images of dataset 100x 

on every folds except fold 2 of Rakhlin.et.al [30]. 

 

 
 

Figure 6: Predicted results of individual images of a 

dataset 200x consisting of Benign and Malignant. (a) 

Indicates the prediction of benign and (b) represents 

the prediction of malignant. 

The accuracies of proposed deep weighted feature 

learning shows an evidence that the proposed method 

produced enhanced results than all other existing 

methods for classification  of benign and malignant 

issues of women. The ground truth results are used as 

in a reference to calculate the accuracy of the 

proposed method with respect to other existing 

methods over a dataset 200x. Some of the challenges 

were to be addressed were the problems of over 

segmentation in existing methods over a dataset 200x 

of histology images, as there were some regions in 

images of 200x with nuclei less than the estimated 

size. 

Another challenging issues of existing methods 

with respect to the dataset of 200x is to detect the size 

of mitosis is very minute, which needs to be processed 

with appropriate methodology like texture based 

processing. Thus, we addressed the problem of 

understanding the minute areas of images of 200x, 

which is very much essential for addressing during the 

segmentation of images as a part of preprocessing. 

Thus, the proposed method focuses on such issues as 

a challenging interest. 

 
 

Figure 7: Predicted results of individual images of a 

dataset 400x consisting of Benign and Malignant. (a) 

Indicates the prediction of benign and (b) represents 

the prediction of malignant. 

 

Similar to the challenging issues of 200x, the over 

segmentation was a problem in case of other existing 

methods. Thus, we addressed the problem of over 

segmentation of minute regions of images having 

benign information were addressed with proposed 

methods as a part of preprocessing. Further, the 

polynomial equations of proposed methods over 

images of 400x is an evidence that our methods has 

out-performed on all folds of the processing. 

The predicted results have a out-performed other 

existing methods in-spite of the fact that the issues are 

to be addressed with much interest towards 

identifying the regions of images having benign. 

Similarly, the malignant regions detected in fig.3 is an 

evidence that the proposed method had resulted in 

good accuracy over dataset 400x of histology images.  

 

d. Comparison of Results 

The comparison of proposed deep weighted feature 

learning with reference to other contemporary 

methods are in fig.8. Further, the classification 

accuracies are subjected to different methods used on 

different datasets of histology images. 

 
 

Figure 8:  Predicted results of individual images of a 

dataset 400x consisting of Benign and Malignant. (a) 

Indicates the prediction of benign and (b) represents 

the prediction of malignant. 

 

The classification by SVM has yielded good accuracy 

over individual datasets like 40x, 100x, 200x and 
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400x of [23], [24], [29], [30]. Further, the results of 

assessment of different contemporary methods with 

respect to the proposed method is an evidence that the 

proposed method has yielded good classification 

accuracies over every datasets, as the deep weighted 

feature extraction has given good results in 

comparison with other methods noticed in fig.8. 

 

Tabular Representation of Results 

The dataset 40x, 100x, 200x and 400x of histology 

images were processed with the proposed deep 

weighted feature learning. The proposed method has 

yielded good accuracy over other existing methods on 

every folds of the processing. The proposed method 

has given good accuracy with SVM classifier except 

fold 2 of Rakhil.et .al [30]. 

Table 1: Comparison of proposed Deep Weighted 

Feature Learning over all datasets of histology having 

Benign and Malignant information. 

 

Methods Dataset Accuracy 

RajaKeerthana.e

t.al [30] 

40x, 100x, 200x, 

400x 

80.23 % 

Wan .et.al [31] 40x, 100x, 200x, 

400x 

82.61 % 

deLima .et.al 

[32] 

40x, 100x, 200x, 

400x 

91.44 % 

Rakhlin .et.al 

[33] 

40x, 100x, 200x, 

400x 

97.26 % 

Proposed Deep 

Weighted 

Feature Learning 

40x, 100x, 200x, 

400x 

98.38 % 

 

It is evident from the table 1 that the results in 

accuracy of projected proposed method is 

comparatively resulted in improved than all other 

methods. Table.1 is an evidential representation of 

proposed method with respect to other existing 

methods. Further, it has been represented as a state of 

the art  

 

4. Conclusion 

The research paper presented a new features 

extraction method that may be concatenated with LBP 

texture based information along with color 

information, so that the robustness of predicting the 

early signs of breast cancer is made possible. The 

classification task performs the predicted breast 

cancer tissues into different classes like Benign or 

Malignant based on the convolution information 

processed with mask of LBP texture and color based 

ideologies. Thus, we state that the proposed deep 

weighted feature illustration learning is a state of the 

art technique. Further, the proposed method has made 

few significant contribution towards identifying the 

breast cancer at early stages of breast cancer. 
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