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Abstract

Sentimental analysis is the most interesting topic on social media and
utilized in web applications. Sentiment analysis is all about expressing
their emotions and opinions on a specific topic or on the actual product
within the sort of reviews and tweets. Sentiment analysis can express
their emotions within the sort of positive, negative or within the sort of
neutral. Some of the benefits of sentiment analysis are we can develop a
more insightful, databased marketing strategy. Nothing beats data-based
strategy, understand between customers, we can easily find the industry
leaders and influencers etc. In our proposed system, the dataset chosen
for sentiment classification is recent apple mobile dataset from real time
tweets . We examine sentiment classification on Twitter data. In this
paper (1) We introduce real time tweets. (2) We explore subjective
information on real time tweets which includes opinions, attitudes,
emotions, and feelings. It improves accuracy and solves several
sentiment assessment challenges.

Keywords: Real Time tweets, Twitter, attitudes, emotions, Sentiment
evaluation, opinion mining

1. Introduction

In the preceding years, sentiment analysis has became
a hottest topic in medical and market oriented studies
with inthe sector of Pre Processing and Machine
Learning Techniques. Sentiment analysis examines
the troubles of reading text like tweets and reviews
uploaded by customers on micro blogging platforms,
forums and electronic business. The opinions are often
approximately on particular products, services, events,
individual or concept etc. The essential uses of
sentiment Analysis is to categorise a textual content
with in the type of emotions like positive or negative.
Sentiment  Analysis has gained reputation in
Information Retrieval, pre processing, Mining the
text in studies enterprise for product opinions. This
process is based on text type which contains
evaluation and critiques. Sentiment analysis is
computational to need a look at where it contains
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evaluations, sentiments, and feelings expressed inside
the text as an example, consumer comments on
advertising a product. There are especially two
techniques to carry out the sentiment analysis tasks
Sentiment analysis may be achallenging inter
disciplinary task which incorporates with Natural
language processing, web mining and machine
learning. It may be decomposed into following tasks,

* Subjectivity Classification

» Sentiment Classification

» Complimentary Tasks,

During this paper we are concentrating on the
sentiment classification. Sentiment classification also
can find the opinions on the products by using nrc-
sentiment dictionary is classified emotions as anger,
positive, negative etc., that’s also mentioned as
dictionary based approach. Sentiment Analysis that’s
also mentioned as Opinion Mining could also be a
way of mining the customer generated text content
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towards a product services from special social media.
Opinions play a very essential role in choice making
and are critical for specific organizations to
acknowledge that whether the citizenry like their
merchandise and offerings, what do citizenry consider
them, what quite factors humans clearly like and
dislike their product, carrier which may genuinely
help companies to make selections during a
better way. But some product may need analysis
before purchasing the particular products. Some
organization are engaging in surveys and opinion polls
from public that's costly and also time consuming.
Sentiment evaluation on twitter facts and other social
websites faces numerous challenges because of quick
messages and unstructured statistics. Data pre-
processing strategies play crucial step in sentiment
analysis to pre-process the knowledge that’s essential
and make analysisto huntout whether it's high
quality or negative. Various statistics like pre-
processing techniques are inconsistent and redundant
facts and visualize statistics supported most often used
words using word cloud and phrase cloud 2
techniques. The intention of present work to research
on special real time data with pre-processing steps and
to defines the satisfactory out of considering
techniques. Therefore data pre processing could even
be favourite step in Sentiment Analysis, besides it’s
may evaluated carefully, thus leaves an open
wondering that's why and to what extend does it
increase the accuracy of the classifier. The rest of the
paper is on word could even be prepared as follows. In
section 1 how we'll get real time tweets from twitter
data for a specific product then discussion about data
pre-processing, data evaluation stop words and word
cloud. Section 2 explains the diagram of the proposed
system and section 3 describes the methodology of the
proposed system. Finally section 4 highlights the
tokenization and also outcomes at eachand
each section of the pre-processing and visualization of
the input real time tweets. Finally, section 5 gives the
conclusions of the proposed system and add the
form of graphs that specifies the emotion levels of the
tweets.

2. Literature Survey

Many authors have executed their research work inside
the topic of knowledge pre-processing on one quite
domain names and provided suitable efficiency and
accuracy in getting obviate noisy information with the
help of distinctive strategies. a number of the authors
specially targeting stop phrase removal for achieving
higher accuracy, formation of word cloud for
identification of words and accuracy for number of words
present in the word cloud and finally sentiment emotions
for particular tweets. Vijayalakshmi R, and A.Kalaivani,
[1] proposed a brief information about word cloud
formation and also pre processing for apple mobile tweets
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finally they got accuracy of graph with sentiment emotion
scoring. Naramula Venkatesh and A.Kalaivani [2],
proposed a word cloud formation in different forms on
apple mobile data sets and finding the frequency of the
words. Bhattacharajee [3] et.al., depicts supposition
assessment utilizing vector space model which is
predicated on term recurrence. They led insights pre-
handling and sifted data to supply right realities for
rating. They additionally manages TD-IDF expense for
illustrating whether terms are available inside the
document that is utilized finding co-green between
various expressions. Ghag and shah [4] watched
measurements  preparing methodologies on film
assessments for the consequences of stop phrases
disposal. Exactness on natural informational indexes
stretched out to expulsion for slow down words dataset
by utilizing opinion classifiers and show above other
classifier that depends absolutely on term weighting
methods. S. Rill et. Al., in [5], they focused on gadget
that is structured in recognizing Political material develop
in Twitter accounts. the basic thought is to create social
diagram for explicit developing area on political data
enhanced like extremity and substance. They also
mentioned about twitter hash labels unique for opinion
hash labels during which individuals utilizes these labels
to offer assessments about pioneers or driving occasions
for discovery of extremity. They additionally improved
capacity based assessment technique for information
space. F. H. khan [6] et. Al., Introduces a half and half
strategy for estimation self control and actualized for each
tweet. Tweets pre handling esteems are exhibited
utilizing adjusted and stop word disposal technique,
discovery and dissected its shortenings. They also utilized
area of autonomous procedures to determine records
scantily issues. Tried precision and contrasted with others
with demonstrate viability of mixture technique. Haddi et
al in [7] actualized a blend of realities pre-processing and
chi-square methods for expulsion of superfluous
highlights. The outcomes indicated pre-processing steps
in assumption assessment is to take up the dataset from
any uproarious data in this manner bringing down the
intricacy of a report and accomplished right precision
utilizing SVM calculation for clean datasets. Numerous
online data joins uninformative parts and bunches of loud
terms like HTML labels which makes dimensionality
inconvenience for the class procedure. This approaches
which might be used in cleaning the measurements and
delivering an instructive insights out of twitter messages
like wise can include an image evacuation, stop words
expulsion and stemming. Duwairi and El-orfali [8]
directed one of a kind pre processing procedure and pre-
handling methods on Arabic printed content as dataset for
sketching out assessments and announced top quality
outcomes. The creator uniquely thought to stop words
which characterizes appropriate exactness on best Arabic
printed content. The gadget performed handling on
gathered scrutinizes in two territories for putting on off
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clamor terms, first is for tall phrases expulsion and other
is through stemming for better outcomes. E. Haddi, X.
Liu, and Y. Shi [9] this article is to know the most up to
date drifts and outline the state or general conclusions
about items on account of the huge assorted variety and
size of web based life information, and this makes the
need of computerized and constant sentiment extraction
and mining. Mining on the web assessment might be a
kind of conclusion investigation that is treated as a
troublesome book grouping task, during this timeframe
they investigate the job of pre-processing the content in
slant examination, and report on test results that show
that with suitable component determination and term
examination utilizing vector machines like (SVM) during
this region could be essentially improved. The degree of
precision  accomplished is  demonstrated  and
accomplished in subject categorisation in spite of the fact
that assumption investigation is considered to be a way
more difficult issue inside the writing. Alexander Pak,
Patrick Paroubek [10] accomplished the work on
microblogging. Microblogging is entirely trendy
specialized  instrument among Internet  clients.
increasingly content are showing up every day in famous
sites that offer types of assistance for microblogging like
Twitter, Facebook etc. Writers of these messages
compose on their life, share conclusions on kind of
themes and examine current issues. In this view of all the
more free substance gave on web and a basic openness of
microblogging stages, web clients will be in general
move from customer specialized devices, (for example,
conventional online journals or mailing records) to
microblogging administrations. As much as clients post
about items and administrations they use on regular
routine or express their political and non-main stream
sees, microblogging sites become important wellsprings
of individuals suppositions and assumptions. Such
information are frequently productively utilized for
promoting on social examinations. They utilize a dataset
gathered from Twitter. Twitter contains an extremely
sizeable measure of short substance made by the clients
of this microblogging stage. This substance of the
messages shift from individual musings to open
explanations tests of common place of posts from
Twitter. At last remarkable creators utilized various
procedures and calculations in separating the terms,
conflicting realities on uncommon datasets and done
obvious outcomes. Fundamentally the data procured by
means of online additionally can contain kind of images,
loud measurements, uninformative sentences and
components like ULRS, HTML labels and so on. The
words inside the content won't have any effect and makes
the dimensionality issue for the kind of each expression
inside the given content. Here pre-processing is required
on the gratitude to defer all such uproarious data, so than
we are prepared to improve execution of the classification
way which speeds up the classifier in genuine time
assessment investigation. Information pre-processing
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which includes in convert crude realities into

decipherable configuration.

3. Proposed System

Information's are frequently accumulated by utilizing web
examination devices which are autonomous, semi-based
and mixed up way. Online networkslike Facebook,
Twitter, Blogs are exact data from unprecedented APIs
and website in work area design as csv documents.
Information Pre-Processing might be a most loved strides
with in the realm of feeling investigation and assessment
mining. The significant world realities doesn't bode well
since it is in unstructured, fragmented, uproarious and
conflicting and to utilize and conflicting, apply diverse
very handling procedures to find Knowledge records.
Various sorts of information pre-processing steps are
Punctuation, Number, URL, stop words, articulation,
lowercase evacuation. Expulsion process incorporates
accentuations, exceptional characters, URL and
hyperlinks and numerical tokens. Stop words evacuation
incorporates words such "the,” "and" and "an" and
expulsion of articulation disposes of clamor from content
in its crude configuration. Expulsion of lowercase
abstains from having very one duplicates of same words.
Tokenization and Visualization is one among the
compelling strategy for find dynamic musings and
express to an aptitude data. For picturing results for
Sentiment  Analysis, numerous particular sorts of
strategies are accessible comprehensive of charts,
histograms and frameworks. the principal well known
words utilized are Interactive Maps, Word cloud and so
forth. Representation techniques are in interactive media,
medication, instruction, building, innovative abilities and
so forth. The words with greatest size is most every now
and again utilized and with significantly less length are
least utilized. By the use of such particular length educate
that purchasers is a littler sum or extra examined around
item. So perception will support investigators an
obviously better way to talk important record in short.

| have seen numerous papers, where creators notice
producing a word cloud utilizing tweets yet very few
discussions about the best approach to associate your
gadget to Twitter in order to get a word cloud. This is
regularly straight forward yet imperative advance to
attempt to (clearly, as we'll produce a word cloud
utilizing these tweets). Before we start with the
specialized part, it's essential to realize for what reason
we'd prefer to extricate information from Twitter or
permit us to simply say from any online life stage like
twitter, facebook, LinkedIn and so forth. Consider that
you just propelled an item or a plan inside the market and
you might want to look into what individuals trust it. this
is frequently likewise called Risk detecting and Sentiment
examination. It assists with working out the feeling of the
population about your item and by dissecting the
information from these stages you'll effectively know
whether the audit about your item is positve or negative.
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This can help in changing your business technique
moreover.

Tokenization of Pre-Processing the

tweets ~ data
N 1 Rasding text fle

_ Data collection
Creating Twitter I

2. Chasacter -based shingles

tokeaizers

4. Stop werd packages

s e

Figure 1: Proposed System for Sentiment Scores on Real
time iphone Tweets

Now here are some steps to Connect R to twitter:
1. Make a Twitter account. Remember TO ADD YOUR
MOBILE NUMBER.
2. When we have made our record on twitter we should
go to the following link to create
first Twitter app
(http://apps.twitter.com).
3. Snap on Create New App. Pick a name for your app
and give a concise depiction to
your application. In that twitter site, you can give any
of your profile link (1 have
given my LinkedIn profile link).
4. Snap on “Create your Twitter application”. On the off
chance that your application is made
and it should look like this as shown in the figure.

from this link

like this as appeared in the figure.

W Application Management

Twitter Apps Greme Hew Avs

—lt®

Figure 2: Creating twitter application

5. Open your application and go to "Keys and Access
Tokens" to learn your Consumer Key

(Programming interface key) and Consumer Secret
(API Secret) key. | even have concealed

mine however once you're on this stage you should see
yours. Note both the keys some place.

Twitter data extraction oot O

Application Settings

Figure 3: Twitter data extraction -“Keys and Access
Tokens”
6. If you're doing this for the primary time then you've
got to scroll down on an equivalent “keys
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and access tokens” page and generate your Access
tokens. NOTE ACCESS TOKEN AND

ACCESS TOKEN SECRET alongside
CONSUMER KEYS.

Your Access Token

YOUR

Figure 4: Twitter data extraction -“Access token secret”

Finally it’s time to open R Studio

L.Install necessary packages and load the libraries.
These packages are important to install as they permit R
interface to associate with twitter and offers validation to

outsider applications.

install.packages(c("twitteR","ROAuth”,"base64enc”,
"httpuv”,"tm", "SnowballC", "wordcloud”,

"RCplprBrewer™))

setwd("/users/parumohan/Desktop/project 4")

library(twitteR)

library(ROAuth

library(base64enc)

libraryChttpuv

library(tm)

library(SnowballC)

library(wordcloud)

library(RColorBrewer

Figure 5: Installing packages in R- studio
2. Now set up the following commands.

cred <- OAuthFactorySnew(consumerKey
consumersecret
requestURL-"ht
acccesURL-"htt
authURL= " https

setup_twitter_oauth

Figure 6: setting the connections between keys

3. The environment and connection for R to speak with
Twitter has been found out and it's finally time to extract
some tweets.

There are a few orders which will be wont to remove
tweets of a client or by utilizing a particular word. Here
you should be extremely brilliant and specific about your
extraction(Know what you might want to extricate and
break down). We as a whole are notable about Iphone. |
will have the option to separate top 1500 ongoing tweets
utilizing on "Iphone".

##To extract tweets based on a particular word
mach_tweets = searchTwitter('iphone' , n=150@, lang = "en", resultType = "recent")
class(mach_tweets

strimach_tweets)

mach_tweets[1:100

mach_tweets < twlistToDF(mach_tweets

Figure 7: Tweets extraction For a particular product

4. Finally the tweets are downloaded as shown below.
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L] phalr.: SMinecroftfondl? #virelbenizen Slasterdhd SThelleprechon BASE.YT Lock 1 get that you prebdsly have the 1Fhons 11 o bttt //t.co/elhllpiC
tcocoa: KT EShelsySolon: Dossa’t satter, I'm Still gon’ by Iphone.

GIVEARAY ALERY. \W\8LAGTING IN THE GLOBAL AREA\I\APRIZE: 3 IFMONE 11 FRD WAX (sealed)\nrilechantes:\nl. Reply below il

[1] “rosnthegrateful: AT ssazzorellagen

[10)]
1] “Jamirshaqir: AT Businessinsicer: dpple 18 regortedly testing o new feature that muld Let (Phine Ouners nsend text BESSOReS Ofter they've been deliver.

wn
1] "BABSGLETUCKER: Putsy 40 6062 my Bitch got on iphone \IBNO1FEOIIIFEAY

ash: KT StaTorrence: Exovjosh Beondsr why Dsboby dieh't oot tn make (PHONE 0 single ard copltalize on on dpple endarsesent \BOALFSR

wm
[1] " SeckeGeddess: 1'n goma get my mna an iPhone for her bday, so shen 1'n at ay niggas house 1 can still ft her WO FGOZ\NNLFNG

[10)]

[1] “20crics): 4n s0d now that | got. on iphane | mant. the new somung shifhjpanh

1]

2] "zooclorine: Iphane games onyona?”

1)

1] “_TheydllLoveTre: Wen dgsle dropped thes (Prone 115 11 put me 01 \UBNILFGRI\INGIfGAL Hitps (/2 ColkfShgTaun

et

1] ManivF312: Bpalte ThES oy peetendid ta week for fad e ond toL0 me dbout wiLng an (PMane 11, Sussenly asked fer my perscadl_ Whigs.//b.colgrmtKegie

Figure 8: Tweets after downloading
5. Nearly 1500 recent tweets we can download. After
downloading the tweets we can easily convert the tweets
in an csv file for comfortable view.

write.table(mach_tweets,"/Users/parumohan/Desktop/project 4/iphone.csv",
append = T, row.names , col.names = T, sep = ","

Figure 9: Tweets converting into csv file

From that csv file we can pick some 5-10 tweets and
afterward we can do tokenization for that tweets. Since
we've taken in the manner to extricate tweets it's a great
opportunity to discover how we will utilize these tweets
and acquire some significant data out of those tweets. In
next not many advances we'll discover how to apply
tokenization for tweets in various structure, shingle
tokenizers, we can include number of words present in
sentences and furthermore in paragraph.

Tokenization for tweets

In Natural language processing (NLP), tokenization is
that the way toward breaking intelligible content into PC
discernible parts. the principal clear gratitude to tokenize
a book is to isolate the content into words. Yet, there are
numerous different approaches to tokenize a book, the
preeminent helpful of which are given by this bundle.
The tokenizers during this bundle have a uniform
interface. every one of them take either a character vector
of any length, or a stock where every component might
be a character vector of length one. the idea is that each
component involves a book. At that point each capacity
restores a stock with a proportionate length in light of the
fact that the information vector, where every component
inside the rundown contains the tokens created by the
capacity. On the off chance that the information character
vector or rundown is known as, at that point the names
are saved, all together that the names can work
identifiers.

Utilizing the resulting test message, the rest of this
vignette exhibits the different sorts of tokenizers during
this bundle of package.
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Figure 10: Tokenization for selected tweets
Character & character — shingle tokenizers
Here the Tokenizer splits texts into individual characters.

> tokenize_characters{ipnone)(11)]

[ £ At S S S A A L A A L - A A

[ reached getOption("max.print") -- omitted 783 entries ]

Figure 11: Character and character — shingle tokenizers
Here we can also do tokenize into character-based
shingles.

> tokenize_character_shingles(iphone, n = 3, n_min = 3,

+ strip_non_alphanum = FALSEJ[[1]][1:20]

[1] "pix” "ixl” "xLr" "lr_" "r__" "__:" "_: " ": @ " éw" "@mi" "min" "ine" "nec” "ecr” "cra”
[16] “"raf" "aft” "ftf" "tfa" “fan"

Figure 12: Character -based shingles
Word and word-stem tokenizers
At this point word tokenizer splits texts into words.

> tokenize_words(iphone)

[0

[1] "pixlr__" “minecraftfonZl?” “viraldenizen" “lasterdse” “therleprechaun”
[6] "asb_yt" “look” i “get” “that"

[11] "you" “probably” “have" “the" "iphone”

[16] “11" 0" “https” “t.co" “e2MAjupsC”
[21] “missekaaaa” “rt" “sheimysolon” “doesn't" “matter”

[ reached getOption("max.print”) -- omitted 135 entries ]

Figure 13: Word and word-stem
Here we can also be able to provide a vector of stop
words which will be omitted. Stop word package, which
contains stop words for many languages from many
individual sources. This argument also works with the n-
gram and skip n-gram tokenizers.

> library(stopwords)
> tokenize_words(iphone, stopwords = stepwords::stopwords("en"))
[

[1] "pixlr__" “minecraftfan2l7” "viraldenizen® "lasterdse"” "therleprechaun”
[6] "asb_yt" “look™ "get” “probably” “iphone”

[11] "11" "o" "https" "t.co” "e29wIjupsc”
[16] "missekaaqa™ “rt" "sheimysolon” "matter” "still”

[21] "gon” “buy” "iphone” “roanthegrateful” "rt”

[ reached getOption(“"max.print") -- omitted 88 entries ]

Figure 14: Stop word packages
Here is the alternative word stemmer which is often used
in NLP that preserves punctuation and separates common
English contractions is the Penn Treebank tokenizer.

» tokenize_ptb(iphone)

({EN)]

[1] “pixlr__" e ‘Minecraftfan217" "6

[6] "ViralDenizen" e “lasterdse” "e" “TheRLeprechaun™
[11] "e" “ASB_YT" “Look™ 1" "get”

[16] “that" “you" “probably” “have” “the"

[21] "iPhone” 11" "0." “https”

[ reached getOption(“"max.print") -- omitted 175 entries ]

Figure 15: Word
Tweets tokenizer:
Tokenizing the tweets requires uncommon consideration,
since usernames (@whoever) and hashtags (#hashtag)
utilize exceptional characters that may somehow be
stripped away.

tokenize_tweets("Welcome, Buser, to the tokenizers packege. #rstats #forever™)

Figure 16: Tweet Tokenizer
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It is tokenized for Sentence and paragraph

Now and then it is attractive to part messages into
sentences or sections before tokenizing into different
structures.

sy
o: ®Navjosh Wonder mhy Da

Figure 17: Sentence tokenizers

> tokenize_paragraphs(iphone)
[

[1] “pixlr__: EMinecraftfan2l7 eviralDenizen €lasterds® eTheRLeprechaun BASE_YT Look I get that you p
robably have the iPhone 11 0. https://t.Co/eZ9wdlUpsC missekaada: RT @SheimySolon: Doesn't matter,
I'm still gon' buy Iphone. roanthegrateful: RT @mozzarellajen: GIVEAWAY ALERT. *

[2] "BLACKPINK IN THE GLOBAL AREA"

[3] "PRIZE: 3 IPHONE 11 PRO MAX (sealed)”

Figure 18: Paragraph tokenizers

Text chunks

At the point when one has a long report, once in a while it
is desirable to part the archive into little pieces, each with
a similar length. This capacity pieces a report and gives it
every one of the lumps an ID to show their request. These
lumps would then be able to be further tokenized.

nmiz
» chunks <- chunk_text(iphone, chunk_size = 100, doc_id = "iphone”)

iphone™)

> length(chunks)
nmz

> chunks(1:2]

§ iphone-1°

[3] "pixlr__ minecraftfanzl? wiraldenizen lasterds® therleprechaun asb_yt look i get that you probabl
y have the iphone 11 o https t.co Jjupdc missekaaaa rt doesn’t matter i'm still gon b
uy iphone roanthegrateful rt mozzarellajen giveaway alert blackpink in the global area prize 3 iphone
11 pro max sealed mechanics 1 reply below L vote jamirshagiri rt businessinsider apple is reportedly

testing a new feature that would let iphone oaners unsend text messages after they've been deliver b
admilffucker pussy 50 good my bitch got an iphone navjosh rt Lomtarrence navjosh wonder why dababy di
dn't opt to make iphone a single and capitalize”

$ iphone-2
[1] "on an apple endorsement _smokegoddess i'm gonna get my mama an iphone for her bday 5o when 'm a
t my niggas house i can Still ft her 20cmksj i'm sad now that i got an iphone i want the new samsung

Figure 19: Text chunking

> chunks <- chunk_text(iphone, chunk_size = 109, doc_id =
> lengthCchunks)

mez

» chunks <- chunk_text(iphone, chunk size = 100, doc_id = “iphone”)

> length(chunks)

nz

> chunks[1:2]

$ iphone-1

[1] "pixlr__ minecraftfanZl? viraldenizen lasterds® therleprechaun asb_yt look i get that you probabl
y have the iphone 11 o https t.co e29wdjupBc missekacaa rt sheimysolon doesn’t matter i'm still gon b
uy iphone roanthegrateful rt mozzarellajen giveawsy alert blackpink in the global ares prize 3 iphone
11 pro max sealed mechanics 1 reply below i vote jamirshagiri rt businessinsider apple is reportedly
testing a new feature that would let iphone owners unsend text messages after they'we been deliver b
agmilffucker pussy 5o good my bitch got on iphone navjosh rt iamtarrence navjosh wonder why daboby di
dn't opt to make iphone a single and capitalize”

iphone”)

$ iphone-2
[1] "on an cpple endorsement _smokegoddess i'm gonna get my mama an iphone for her bday so when i'm a
t my niggas house i can still ft her 20cmksj i'm sod now that i got an iphone 1 want the new samsung

Figure 20: Word chunking
Count of words, characters, sentences
Here some package offers functions for counting words,
characters, and sentences in a format which will work
nicely with the rest of the functions.
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> count_words(iphone)

[1] 160

> count_characters(iphone)
(1] 1035

> count_sentences(iphone)
(1] 19

Figure 21: No. of words, characters, sentences

In next few steps we'll discover how to wash the
content information, make a corpus and archive term
network, produce a word-cloud and get some valuable
information out of it. That point it is called as pre-
processed data.

(4] rt lakeoustinblvd need lock opp specific device con combine cloudflare access cfssl toolkit get
(2] rt jasonfalls sneet safpar sent iphone battery case sust knosn mophie purple clashes well _
(31 rt loudnessfate fun iphone

(4] rt buffettvalue iphone commercial smashing pumpkins song * come night™ nice aopl

(5] rt miniminter finally upgraded new iphone

[6] rt techinrl find apple wotch Find apple wateh applewatch opplesaten applenatehseries _

(7] rt eidilransey iphone atou ondroid secondhand otou Original dud tu tak hina pun tkut rezeki masingmosing kalow mompu yang

Figure 22: pre-processed data

Term Document Matrix

<<TermDocumentMatrix (terms: 3109, documents: 1392)>>
Non-/sparse entries: 15173/4312555

Sparsity : 1eex
Maximal term length: 56
Weighting : term frequency (tf)

> tdm <- as.matrix(tdm)
> tdm[1:10, 1:20]
Docs
Terms 1234567891011 12 13 14 15 16 17 18 19 20
access 100000000 0 0 0 0 @ 0 06 0 0 @ 0
[ reached getOption("max.print") -- omitted 9 rows ]

Figure 23: Term Document matrix

Word-cloud
Word cloud is predicated on term document frequency,
meaning largest word maximum times has been used in
that csv file. It are often useful to understand a number of
the insights.

Analysis of the word cloud

It looks like that the words of information, many users,
private information, prison etc are used several times
within the tweets that were extracted.
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Figure 24: Word cloud formation

Finally we can get the bar graph based no nrc_sentiment
dictonary for this above mentioned emotions by the
iphone phone datasets shown in below figure.

nrc _sentiment dictionary

It is a kind of dictionary which is used to calculate the
presence of eight different emotions and the
corresponding valence in a text file. In this dictionary the
emotions Evoked by common words and phrases.

Sentiment Scores for iphone Tweets

gl

Figure 25: Emotion scoring of opinions
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4. Conclusion

Sentiment evaluation has grown to be both testing area
with lot of issues in language processing and the main
venture of sentiment evaluation is to build human
comprehensible framework. In this paper we have
analysis assessment of particular product review.
Different pre-processing methods are used from real time
tweets and additionally visualize records using word
cloud. In addition, visualizing the classification
consequences in the form of score chart based on total
reviews approximately product customers to seize and
evaluation approximately for any products. Future scope
is to pre-process the document and then it can be
contribution for any framework, learning techniques to
classify critiques.
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