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1. INTRODUCTION 

Cloud computing turns out to be 

increasingly proliferating in the business, 

the scholarly community, and society via 

the pervasive development of the Internet 

access and enormous information in their 

capacity, speed, and assortment. A 

collection of autonomic computing, grid 

computing, disseminated computing, and 

utility computing is termed as cloud 

computing [1]. For the provision supplier, 

the cloud term is utilized in the CC that 

holds all kinds of resources for 

computing, storage, etc. CC has 
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Abstract: 

 Task scheduling is the prime significant parameter in cloud computing (CC) which 

plays a major role in the effectiveness of the entire CC facilities. In the cloud 

environment (CE), the submitted tasks are executed on proper time using the 

accessible resources in order to accomplish appropriate resource utilization, efficiency 

and low makes pan which involves effective task scheduling (TS) procedure for 

accurate task distribution. This paper develops a hybrid slap swarm and Harris hawks 

optimization for secure Task Scheduling in Cloud Environment (TSCE) based on 

multi-objective (MO) function. For improving the scheduling process, Slap swarm 
(SS) and Harris hawks’ optimization (HHO) procedure is hybridized as SSHHO to 

solve the optimization difficult. These two algorithms are successfully merged to 

perform the task allocation process. The proposed SSHHO algorithm considers the 

multi-objective function like makes pan, resource utilization, energy consumption, 

final task weight and round trip time latency for the scheduling process. Using the 

Clouds environment, the proposed SSHHO algorithm is evaluated and the 

performance of the proposed system is related to the existing algorithms of CSPO, 

HGAACO, FMPSO, MSDE and HGPSO with different multi-objective constraints. 

By evaluating the outcome, the developed SSHHO process achieves maximum 

efficiency, less energy consumption, low makes pan, and maximum resource 

utilization compared to existing algorithms. 

Keywords: Cloud computing, makes pan, task scheduling, Virtual machine, 
Slap swarm, and Harris hawks optimization. 
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numerous difficulties out of the different 

concerns in cloud planning that assumes a 

significant job in deciding the effective 

execution [2]. Administrations are 

managed in the types of IaaS 

(Infrastructure-as-a-Service), SaaS 

(Software-as-a-Service) and PaaS 

(Platform-as-a-Service). In the cloud, 

service provider host applications are 

available to users is termed as SaaS. A 

hardware and software apparatus are 

available to clients in PaaS. Highly 

accessible virtualized computing 

resources are delivered by IaaS [3]. 

Distributed computing can be 

characterized as a sort of dispersed 

framework which includes the virtualized 

PCs that are effectively managed. 

Cloud platforms enable initiatives 

to lease computing power with the 

support of the virtualization method. 

Since hundreds of thousands of VMs are 

utilized, it is challenging to manually 

assign tasks to computing resources in 

clouds. Accordingly, the complications of 

CC is how to perform the planning of task 

and resource distribution [4]. The 

presentation of scheduling procedure to 

progress QoS (quality of service) in cloud 

surroundings. In the distributed system, 

the objective of scheduling is distribution 

the load on mainframes and improving 

their application by reducing the entire 

task execution time. To enhance flexible 

and reliable systems, task scheduling 

performs a major part in cloud [5]. The 

objective is to assign tasks to the flexible 

assets with a short time. Tasks can be 

performed beneath business logic 

constraints. Two types of scheduling 

procedure classified such as static and 

dynamic scheduling algorithms. The 

dynamic scheduling method has high 

enactment than static procedure but has a 

lot of overhead parallel to it [6]. 

The task planning problem is a 

NP-complete issue. The aim of task 

planning is to lessen the waiting time of 

task and expand the utilization of 

resources. By preserving the balance 

between fairness and productivity, 

dispatchers should schedule tasks to 

develop the QoS [7]. The incredible 

improvement of virtualization and the CC 

method reflects the increasing need for 

VM services. Based on the QoS 

necessities of CC centers and users, the 

key question is how to allocate user’s 

tasks effectively and sensibly to different 

users [8]. The goal of task scheduling is 

to attain high system throughput, enhance 

the load balance and decrease the 

completion period with obtainable 

virtualized resources [9]. Based on the 

task scheduling, a set of tasks to be 

allocated to the VMs. Tasks planning 

over the CC resources are the most 

significant part because the user will have 

to pay for resource use on the basis of the 

time.  

Scheduling denotes the 

distribution of the tasks to the VMs. For 

the proper consumption of the supporting 

resources, an effective task planning is 

always needed in CC surroundings [10]. 

Scheduling of tasks supports to preserve 

the make span of the VMs. In addition, by 

providing the QoS, it conserving the 

situations of SLA (service level 

agreement) to the clients [11]. In CC, the 
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requests have to meet the numerous 

requirements of resources and planning is 

the main challenging because of the 

dynamic environment of CS. Improper 

task scheduling methods can decrease the 

throughput of the entire CS and improve 

the task’s execution time [12]. The meta-

heuristic algorithm characteristic 

implements superior to the heuristic and 

scientific schemes. In clouds, some of the 

familiar approaches for resolving the 

problems of TS are Genetic Algorithm 

(GA) [13], Water drop Algorithm (WDA) 

[14], League championship Algorithm 

(LCA) [15], Simulated Annealing (SA) 

[16], Particle Swarm Optimization (PSO) 

[17], Firefly Algorithm (FA) [18], Ant 

Colony Optimization (ACO) [19] and 

Whale Optimization algorithm (WOA) 

[20]. The existing methods are not ready 

to obtain ideal task distribution as far as 

various QoS constraints due to low 

convergence rate, poor search capability, 

and inability. To solve these difficulties, 

the hybrid structure has been developed 

to accomplish effective task distribution 

outcomes. 

In this paper, presented a MO 

based task allocation using a grouping of 

slap swarm algorithm (SSA) [26] and 

Harris hawks’ optimization (HHO) [27] 

algorithm. The motivation of SSA is the 

crawling nature of slaps once steering and 

hunting in oceans. It effectively improves 

the random initial solutions and easily 

converged to the optimal value. The 

motivation of HHO is the supportive 

conduct and hunting stylishness of Harris 

hawks in the environment termed surprise 

pounce. Energy consumption, make span, 

round trip time latency, final task weight, 

and resource utilization are considered as 

a multi-objective function. According to 

these multi-objective functions, task 

scheduling is performed.  

The major contributions of the paper as 

follow: 

This paper presents the 

combination of slap swarm and Harris 

hawks optimization algorithm hybridized 

as SSHHO for task scheduling depends 

on the multi-objective utility. This 

scheduling technique can obtain the ideal 

solutions and it has the benefit of easily 

converged compared to the existing 

algorithms. In cloud computing, the task 

scheduling considers the multi-objective 

problems like make span, energy 

consumption, round trip time latency, 

final task weight and utilization of 

resources. The performance of the 

SSHHO algorithm is equated to the 

earlier algorithms with different multi-

objective parameters. 

The rest of the paper is prepared 

as trails: The related works are stated in 

Section 2. Section 3 delivers the system 

model, problem construction and hybrid 

SSHHO method for multi-objective task 

scheduling. Section 4 shows the 

simulation results. As a final point, 

conclusion and future scope are defined 

in section 5. 

 

2. RELATED WORKS 

Recent related works are given below: 

Using HGPSO procedure, a task 

scheduling was presented by Senthil and 

Venkatesan [21] in cloud computing 

surroundings. Optimization methods are 



 

March-April 2020 

ISSN: 0193-4120 Page No. 2743 – 2762 

 

 

Published by: The Mattingley Publishing Co., Inc. 

2746 

 

mostly applied to solving NP-hard issues. 

In the file director, consumer jobs are 

stored in the developed scheme. Once the 

task is repeated the priority is computed 

and proper resources are allotted for the 

task. In the on-demand queue, new tasks 

are examined and stored. The input of 

HGPSO process is the output of on-

demand queue. GA and PSO methods are 

combined to execute HGPSO method. In 

the on-demand queue, it estimates the 

available resources for the user tasks.  

According to the hybrid moth 

hunt and differential evolution, task 

scheduling was developed by Mohamed 

et al [22] in cloud computing. In VMs, 

with balanced task delivery, moth search 

based DE method defined as MSDE is 

utilized for task planning. DE procedure 

is employed as local search method and 

the exploration capability of MSA could 

be enhanced. Using the functions of GA 

and ES algorithm, the DE method has 

been performed. These functions are high 

populace of GA and self-adapting 

transformation of ES. According to the 

functions, the performance is enhanced 

than other MH methods. 

The MO based TS in cloud 

surrounding was introduced by Senthil 

and Venkatesan [23] using HGA-ACO. 

For task distribution, the efficient multi-

objective HGA-ACO is utilized to 

manage the huge cloud consumer’s 

demands. Service based scheduler finds 

the order of task and available resources 

to be planned. Based on the throughput, 

completion period and response period, 

the HGA-ACO deliberates the function 

based scheduler yield and discovers the 

better job distribution scheme. The HGA-

ACO procedure merges GA and ACO 

processes. GA method initializes the 

efficient pheromone for ACO. For 

crossover operation of GA, ACO is 

utilized to improve the GA solution. 

Using CPSO methods, a multi-

objective ideal task planning was 

presented by Perm and Pradeep [24] in 

cloud surroundings. CPSO algorithm 

combines the Cuckoo search (CS) and 

PSO. The process of CPSO is to decrease 

the cost, violation rate, make span, and 

deadline. Using the Clouds toolkit, the 

enactment of the developed CPSO 

process is estimated. The proposed 

systems reduce the violation rate, cost, 

deadline, and make span than ACO, 

FCFS, MIN-MIN, and PBACO. 

A hybrid task scheduling method 

using a modified PSO and fuzzy approach 

was described Najme et al [25] for cloud 

computing. The proposed FMPSO 

combines modified PSO and fuzzy 

concepts to improve cloud throughput 

and load balancing. FMPSO method 

considers the four improved velocity 

developing schemes and roulette wheel 

assortment method to improve the overall 

exploration ability. To solve the local 

bests in PSO, it uses mutation and 

crossover operators. For fitness 

calculation, this method using fuzzy 

inference system. Speed of CPU, RAM 

size, task length and entire finishing time 

are the input factors for the developed 

fuzzy system. Through the fuzzy concept, 

FMPSO is utilized to lessen the resource 

usage and the completing time. 
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After investigation of the works in 

literature, it has been seen that exiting 

methods are well prepared for task 

planning. However, every work has a 

certain drawback, for example, high 

energy consumption, make span, low 

QoS constraints, and complexity. To 

resolve these difficulties, in this paper, a 

hybrid algorithm for multi-objective 

based TS is developed. 

 

3. SYSTEM MODEL 

The task scheduling aims to allocate the 

task to equivalent VMs of cloud service 

supplier with minimum fitness function. 

Figure 1 displays the structure of task 

scheduling in cloud. At first, the user 

interface received the request from the 

user. By the user interface element, the 

application request is expected from the 

cloud user. Then the user interface sends 

the tasks to the request manager. All 

user's request are accomplished by the 

request manager. Through the resource 

observer, the cloud resource pool like 

memory, storage and CPU is monitored. 

Then the task is given to the scheduler. 

Based on the performance of VMs, the 

process of scheduling happens through 

the constrained task. The scheduler 

creates a rule to allocate every task to the 

equivalent VM based on the data obtained 

from the resource monitor and request 

manager. The aim of the scheduler is to 

allow the task to the resultant VM by 

minimizing fitness function based on 

available resources. This is a significant 

issue if task scheduling. During the task 

scheduling, the routing problem occurs 

and sequence the task on the VMs to 

reduce make span, energy consumption 

and improve resource utilization. To 

solve this difficulty, this paper develops a 

hybrid task scheduling algorithm.  
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Fig. 1. Scheduling of task in CE 
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3.1 Task Scheduling Problem  

In the cloud environment, the problem of 

scheduling is how to assign the multiple 

tasks to different VMs with minimum 

execution time. Consider the cloud 

system (CS) that contains a number of 

PMs (physical machines). 

 
pmNi PMPMPMCS .....,,...,,1              (1) 

Where )....,,1( pmi NiPM 

represented the PMs available in the 

cloud. Every PM contains the number of 

VMs. 

 
vmNki VMVMVMPM .....,,....,,1              

(2) 

Where )...,,2,1( vmk NkVM 

denotes the thk VM. The number of VMs 

are defined by vmN . The component kVM

is defined as: 

 kkk MIPSSIDVVM ,             (3) 

Where the serial number of VMs 

is defined by kSIDV  and kMIPS (millions 

of instructions per second) is the data 

processing speed of VMs. 

 
tskNl TaskTaskTaskT .....,,...,,1             

(4) 

Where the number of tasks is 

denoted by tskN . In the task series, the thl

task is represented by lTask . The factor 

lTask  is represented as: 

 lllll PIECTlengthtaskSIDTTask ,,_,             

(5) 

Where the sequential amount of 

tasks are denoted by lSIDT , the length of 

task is defined by llengthtask _ and lECT

is the expected completion time for them

lTask . lPI Defines the task priority of the 

number of tasks. ECT matrix of size

vmtsk NN  defines the execution time to 

run the task on each VM.  























vmtsktsktsk

vm

vm

NNNN

N

N

ECTECTECT

ECTECTECT

ECTECTECT

ECT

,2,1,

,22,21,2

,12,11,1









           (6) 

tskvm

k

l

lk NlNk
MIPS

lengthtask
ECT ....,,2,1,...,,2,1,

_


            (7) 

Where lkECT denotes to the 

finishing period of thl  task on thk  VM.  

3.2 Multi-Objective Function For 

Task Scheduling 

Scheduling of tasks is necessary when 

many clients demand identical resource 

concurrently. With different computing 

speeds, the number of tasks to allocate on 

several VMs. Each and every task can be 

scheduled on any VM. Every VM can 

implement numerous tasks. The proposed 

SSHHO algorithm reduces the fitness 

value by considering the multi-objective 

functions such as the energy consumption 

(EC), make span (M), final task weight 

(FTw), round trip time latency (RTTL) 

and resource utilization (RU). The key 

objective of the proposed method is to 

assign all tasks to all VMs by considering 

the energy consumption, make span, 

round trip time latency, resource 

utilization, and final task weight. 

3.2.1 Make Span (M) 

It is a significant element for the 

performance of the scheduling schemes. 

Using the ECT matrix, the makespan is 
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estimated on VM by finding the 

maximum ECT from allocated tasks. 

Hence, the low makespan value provides 

the best and efficient task scheduling of 

VMs. 

 ),(maxmax _ jxECTmakespan tasksassignedxMj 

          (8) 

3.2.2 Resource Utilization (RU) 

In a cloud, certain tasks need several CPU 

resources while other tasks demand fewer 

CPU resources and more storage. RU can 

be obtained by the following equation: 

 tttt BandwidthStorageMemoryCPURU coscoscoscos
4

1


           (9) 

tCPUtimerunVMofCPUCPUCPU Trantbaset coscoscos 

          (10) 

Here, the base cost of CPU is

baseCPU  when a resource is employed by 

the lowermost utilization, and the cost of 

CPU transmission defines the

tCPU Tran cos . 

tmemorytimerunVMofMemorymemoryMemory Trantbaset coscoscos 

       (11) 

Likewise, basememory  is the base 

cost of memory, and the cost of 

transmission memory is defined by

tmemoryTran cos . 

tStoragetimerunVMofStorageStorageStorage Trantbaset coscoscos 

          (12) 

The base cost of storage is 

denoted by baseStorage , the cost of storage 

transmission is represented by

tStorageTran cos . 

tBandwidthtimerunVMofBandwidthBandwidthBandwidth Trantbaset coscoscos 

  (13) 

The cost of transmission 

bandwidth (BW) is denoted by

TranBandwidth  and baseBandwidth is the 

base cost of BW. 

3.2.3 Energy Consumption (Ec) 

The amount of energy utilized by a task iT  

in jVM can be computed as: 

j

exeijt POECTjE )(cos            (14) 

Where ijECT indicates expected 

completion time and j

exePO is an energy 

consumption during task execution. The 

total energy utilized to finish all tasks by 

jVM can be given as: 

 


VM

j t jEjEnergyTotal
1 cos )()(             

(15) 

3.2.4 Final Task Weight (Ftw) 

It is the main component that is affected 

by prioritization of tasks. It contains two 

constraints like task weight and client 

type.  The privilege classes of clients are 

defined by client types. It consists of a 

number of classes, for instance, class A, 

class B, class C, and class D. The client 

should participate as a member if they 

decide to join previous classes by paying 

a fees and they using the monthly or 

weekly offer which is depending on the 

tasks size and amount of resources. Every 

task has a priority weight that provides 

the high, medium and low priority as 

shown in table 1. The priority weights are 

0.4, 0.3, 0.2, and 0.1. The summation of 

these values are equal to one.  

weightTasktypeclientFTw                

(16) 
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Table 1: Weights for four tasks 

Classes Class A Class B Class C Class D 

Priority Urgent High Medium Low 

Weight 0.4 0.3 0.2 0.1 

3.2.5 Round Trip Time Latency 

(RTTL) 

It defines the latency time of the whole 

process which includes the start of 

transmission, reception and waiting time 

for a response. RTTL is calculated by: 

delayETTEETRTTL  2             

(17) 

Where EET means expected 

execution time and ETT specifies the 

expected transmission time. 

EET contains the four constraints 

like CPU speed, size of task, RAM speed 

and BW. The task is performed with a 

minimum time when the RAM speed and 

CPU speed are maximum. The execution 

time is low when the task size is small. 

EET and ETT are calculated by the 

following expressions: 

Bandwidth
sizeTask

SpeedRAMSpeedCPUEET  __

               (18) 

rateBit
sizeTask

ETT                  (19) 

3.3 Task Scheduling Using 

Hybrid Sshho 

In this section, the Salp swarm-based 

Harris hawks optimization (SSHHO) 

algorithm is proposed for the problem of 

TSCE. To enhance the exploitation 

capability of SSA, the HHO is utilized. 

The hybrid SSHHO begins within the 

input constraints such as the extreme 

amount of iteration maxt , the number of 

tasks tskN , the number of PMs pmN , the 

number of VMs vmN , and the number of 

solutions N . The random amount of 

population X  is created in the SSHHO 

with dimension tskN  and size N . The 

value of every solution jx are lies between 

1 to vmN . For every solution, the fitness 

function is estimated. In the exploitation 

stage, the current population X will be 

modernized using either the SSA or 

HHO. This process is repeated up to meet 

the stopping criteria. The flowchart of 

SSHHO algorithm is shown in figure 2. 
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Start

Initialize the parameters of SSA 

& HHO algorithms

Generate the populations

Define Objective Functions

Compute the Fitness value using 

Eqn(21)

t<maximum

 iterations
Exit

Yes

Position of the salp (leader) is 

calculated using Eqn(22)

Compute the c1 parameter using 

Eqn(23)

Compute the E value using 

Eqn(24)

E>fitness

No

Update the solutions 

using SSA

Update the solutions 

using HHO

E<fitness

t=t+1

Optimal Solutions

Stop

 
Fig. 2. Proposed SSHHO algorithm for task scheduling 

3.3.1 Initial Stage 

Here, the hybrid SSHHO creates a 

random number of population X with size

N . The dimension of every solution is 

identical to the number of tasks )( tskN

  
tskNjjjj xxxxei ,2,1, .....,,,,.  . In the 

value ,, kjx tskNk ...,,2,1 is chosen from

 vmN,1 by the equation (20). 

 
tskjjjj Njlblbubrandroundx ...,,2,1,)( 

          (20) 

Here, (.)round function provides 

the round value to the adjacent whole 

number. rand is a random number in the 

interval of 0 and 1. The lower boundary 

of search space is represented by jlb and 

the upper boundary of search space is 

signified by jub (Here 1jlb and

tskj Nub  ). 

An instance for making jx , 

consider the 10 tasks and 5 VMs then the

jx value is  2541231524jx . Here, the 

initial value of 4 in jx  states to the initial 

task will be assigned in the 4
th

 VM. 

3.3.2 Fitness Calculation 

The fitness value of every individual is 

calculated and stored for future reference 

after the initial solution is obtained. The 

MO function is deliberated in this paper 

that includes energy consumption, final 

task weight, resource utilization, round 

trip time latency, and makespan. 

Therefore, the fitness function for the 

SSHHO is given by: 

 )()()()()( RTTLFTwECRUMMinFunctionFitness  

           (21) 

Here the values of  and,,,

are the random numbers between 0 and1.  

3.3.3 Exploration Stage   
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The salps positions are represented in an 

n-dimensional hunt space in the SSA. 

Here, n is the sum of variables of a 

specified issue. In a two-dimensional 

matrix ix , the location of all salps are 

kept. The position of the leader is 

computed as: 










0))((

0))((

321

321

clbclbubcF

clbclbubcF
x

iiii

iiii

i            

(22) 

Where ix and iF  denotes the site 

of leader and the food source in the thi

measurement. iub and ilb designates the 

upper bound and the lower bound of thi

dimension, the parameter 32 candc is 

arbitrary numbers in the interval of [0, 1]. 

In SSA, the significant factor 1c is 

equilibriums the exploration and 

exploitation stage which computed as: 
2

4

1 2










 L

l

ec           (23) 

Where l is the present iteration 

and L is the extreme amount of iterations. 

3.3.4 Exploitation Stage 

In this stage, the HHO algorithm is 

utilized to enhance the exploitation 

capability of SSA. Using the 1c parameter 

obtained from SSA, the exploration of 

SSA is combined with HHO exploitation. 

Therefore, the escaping energy of prey is 

estimated to define whether the current 

solution will be rationalized using SSA or 

HHO is given as:  











T

t
cE 12 1              (24) 

Where the extreme number of 

iterations is signified byT and t is the 

present iteration. 

The current solution will be 

rationalized using either SSA or HHO 

which depends on the value of E . The 

assessment E is compared to the fitness 

value. If fitnessE  , the SSA is used.If

fitnessE  , the HHO is used. The round

function is given the integer value after 

updating the solution in the present 

population. This iteration will repeat up 

to which the given criteria have been 

satisfied. The extreme number of iteration 

is at the terminal conditions and the 

output that gives the best solution for the 

optimal allocation with the VMs. Overall 

pseudo-code of the suggested method is 

exposed in figure 3 

 

Hybrid SSHHO based Task Scheduling 

Input: Number of tasks, number of PMs, number of VMs, parameters 

of SSA and parameters of HHO algorithm 

Output: Best optimal allocation for each task 

Begin: 

          Initialize the parameters of the SSA and HHO algorithms 

          Generate the random population 

          Compute the fitness function for each solution using Eqn(21) 

          Set cycle to 1 
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while )max( iterationt   

                       { 

                              Update the position of salp using Eqn(22) 

                              Calculate the c1 value using Eqn(23) 

                              Calculate the escaping energy of prey using Eqn(24) 

for (each prey in the solution) 

                                 { 

                                       Compare the fitness value based on the E 

if( fitnessE  ) 

                                           { 

                                                 Update the solution based on the SSA  

                                            } 

else if ( fitnessE  ) 

                                           { 

                                                Update the solution based on the HHO 

                                           } 

end 

                                 } 

end 

                      } 

end 

            Let 1 tt  

            Return optimal solution 

end 

 

Fig. 3.Pseudocode for SSHHO based task scheduling 

4. SIMULATION RESULTS 

AND DISCUSSIONS 

The multi-objective based task scheduling 

using proposed SSHHO algorithm is 

simulated on CloudSim toolkit. The 

performance of hybrid SSHHO process is 

assessed using the constraints such as 

energy consumption, makespan, 

efficiency, resource utilization. Degree of 

imbalance, and improvement ratio. The 

performance of the developed SSHHO 

procedure is related to the earlier 

approaches of CPSO [24], HGAACO 

[23], FMPSO [25], MSDE [22] and 

HGPSO [21]. The proposed SSHHO 

algorithm for scheduling of task can 

deliver a superior results than other meta-

heuristic algorithms. SSHHO parameter 

is the number of population (100), and a 

maximum number of iteration (100). 

Table 2 provide the cloud environment 

parameters for SSHHO based task 

scheduling.   

 

Table 2: Simulation factors of the developed system 
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Entity Parameter Value 

Cloudlet 

No of cloudlets 

(tasks) 
100-500 

Length 30000-50000 

Input size 300 

Output size 300 

Virtual Machine 

No of VM 10 

MIPS 250 

RAM 512 MB 

VMM Xen 

OS Linux 

No of CPU 1 

Host 

No of host 1 

RAM 2048 MB 

Storage 1000000 

Bandwidth 10000 

Data center No of data center 5 

4.1 Performance Metrics 

The proposed system considers the 

makespan, degree of imbalance, energy 

consumption, efficiency, resource 

utilization and improvement ratio as 

performance metrics for systematic 

assessments. Here, makespan, energy 
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consumption, and resource utilization are 

described in section 3.2.  

4.1.1 Degree of Imbalance (DI) 

It denotes the imbalance between VMs is 

given as: 

avgT

TT
DI minmax                 (25) 

Where avgTandTT ,, minmax are the 

maximum, minimum, and average total 

execution times, individually, amongst all 

VMs.  

4.1.2 Efficiency 

The efficiency for different 

scheduling algorithms can be computed 

by the following expression: 

makespan

lengthserial
Speedup

_
                (26) 

Where lengthserial_ is achieved 

by allocating the entire tasks to a distinct 

VM and it can be computed as: 

  


Tn ji
Vp ij

wlengthSerial ,min_               

(27) 

Where jiw , represents the finishing 

time of the task in on the VM jp . The set 

of tasks and set of VMs are defined by

VandT , respectively. 

4.1.3 Improvement Ratio (Ir) 

IR shows the algorithm's effectiveness 

based on execution time reduction. 

100(%)

,1

,1














n

jii

i

n

jii

ji

j

ET

ETET

IR               (28) 

Where iET represents the 

execution time of thi method. 

 
Fig. 4.Makespan for different number of tasks (Cloudlets) 

Figure 4 demonstrates the 

makespan performance of proposed 

(SSHHO) and existing algorithms. Here, 

the makespan is computed for the 

different number of cloudlets. The 

makespan value is increased by the 

number of cloudlets increased. The 

proposed (SSHHO) scheme has a better 
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makespan value compared to the existing 

methods of CPSO, HGAACO, FMPSO, 

MSDE, and HGPSO. In 100 cloudlets, 

the proposed method obtained the less 

(39s) makespan than other algorithms. 

The existing methods of CPSO, 

HGAACO, FMPSO, MSDE, and HGPSO 

are 60s, 81s, 88s, 92s, and 100s 

respectively. From the graph, the SSHHO 

based task scheduling has significantly 

improved compared to the existing 

algorithms. 

 

 
Fig. 5. Energy Consumption for different number of tasks (Cloudlets) 

Figure 5 illustrates the energy 

consumption of proposed (SSHHO) and 

existing algorithms with different number 

of cloudlets (tasks). Energy consumption 

only based on how much amount of 

energy utilized to the scheduling of the 

task. The suggested method obtained the 

minimum energy consumption than other 

existing methods of CPSO, HGAACO, 

FMPSO, MSDE, and HGPSO. By the 

number of cloudlets increased, the energy 

consumption also increased. In 100 

cloudlets, the proposed method obtained 

the low (0.12J) energy consumption than 

other algorithms. The existing methods of 

CPSO, HGAACO, FMPSO, MSDE, and 

HGPSO are 0.37J, 0.4J, 0.43J, 0.46J, and 

0.48J individually. The graph clearly 

indicates that the SSHHO based task 

scheduling provides better outcomes 

compared to the other meta-heuristic 

algorithms. 
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Fig. 6. Resource utilization for different number of Cloudlets 

 

Figure 6 illustrates the resource 

utilization performance of proposed 

(SSHHO) and existing algorithms. 

SSHHO algorithm utilizes more resources 

than the other meta-heuristic algorithms. 

With the different number of tasks 

(cloudlets), the resource utilization 

performance is calculated. In 100 

cloudlets, the proposed method obtained 

the high (82.5%) resource utilization than 

other algorithms. The existing methods of 

CPSO, HGAACO, FMPSO, MSDE, and 

HGPSO are 79%, 76%, 74%, 72%, and 

68% individually. From the graph, the 

resource utilization is increased by the 

number of cloudlets increased. The 

proposed SSHHO based task scheduling 

obtained the maximum resource 

utilization compared to the other 

algorithms of CPSO, HGAACO, 

FMPSO, MSDE, and HGPSO. 

 

 
Fig. 7. Efficiency for different number of tasks (Cloudlets) 
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Figure 7 displays the efficiency of 

different algorithms for several number of 

cloudlets. The graph clearly denotes that 

the proposed SSHHO procedure offers 

superior results compared to the existing 

algorithms of CPSO, HGAACO, 

FMPSO, MSDE, and HGPSO in the 

parameter of efficiency. The performance 

of efficiency will be decreased by the 

number of cloudlets increased. In 100 

cloudlets, the proposed method obtained 

the high (97.4%) efficiency than other 

algorithms. The existing methods of 

CPSO, HGAACO, FMPSO, MSDE, and 

HGPSO are 92.3%, 87.6%, 84%, 81%, 

and 78% individually. The SSHHO based 

task scheduling method obtained the 

maximum efficiency compared to the 

other meta-heuristic algorithms.  

 

 
Fig. 8. Improvement ratio for different number of tasks (Cloudlets) 

 

Figure 8 demonstrates the 

improvement ratio of proposed and 

existing algorithms for a different number 

of cloudlets. The improvement ratio only 

depends on the execution time. By the 

number of cloudlets increased, the 

improvement ratio will be increased. The 

proposed SSHHO algorithm obtained the 

maximum improvement ratio compared 

to the other algorithms of CPSO, 

HGAACO, FMPSO, MSDE, and 

HGPSO. In 100 cloudlets, the proposed 

method obtained a high (88%) 

improvement ratio than other algorithms. 

The existing methods of CPSO, 

HGAACO, FMPSO, MSDE, and HGPSO 

are 84%, 80%, 76%, 73%, and 71% 

individually. From the graph, the 

proposed method has significantly 

improved with the different number of 

cloudlets

.  
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Fig. 9.DI for different number of Cloudlets 

 

Figure 9 displays the DI 

performance of the proposed method and 

existing schemes with a different number 

of cloudlets. In 100 cloudlets, the 

proposed method obtained a low (63%) 

degree of imbalance than other 

algorithms. The DI performance will be 

increased by the number of cloudlets 

increased. The existing methods of 

CPSO, HGAACO, FMPSO, MSDE, and 

HGPSO are 72%, 75%, 79%, 83%, and 

85% individually. The graph clearly 

indicates that the proposed SSHHO 

algorithm based task scheduling obtained 

the minimum degree of imbalance 

compared to other existing algorithms of 

CPSO, HGAACO, FMPSO, MSDE, and 

HGPSO.  

From all the performances, it can 

be concluded that the suggested SSHHO 

procedure gives superior outcomes 

compared to the existing algorithms of 

CPSO, HGAACO, FMPSO, MSDE, and 

HGPSO. The reason for this enhancement 

in the outcomes are the merging the 

behavior of SSA) and HHO algorithm. 

Here, the HHO is utilized to develop the 

exploitation capability of SSA. In any 

case, the major drawback of the 

developed system is the execution time 

which still should be upgraded through 

the exact technique by considering the 

more tasks in the future. 

 

5. CONCLUSION 

The scheduling of tasks is the main issue 

in cloud environments to develop the QoS 

and the performance of the structure. In 

this paper, a hybrid salp swarm and 

Harris hawks optimization for secure 

TSCE based on multi-objective function 

has been presented. To expand the 

performance of scheduling, multi-

objection function is utilized in the 

proposed hybrid SSHHO algorithm. The 

multi-objective function like energy 

consumption, makespan, final task 

weight, round trip time latency, and 

resource utilization were taken for better 

performance. The proposed SSHHO 
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algorithm is merging the exploration 

ability of SSA to the exploitation ability 

of HHO for improved performance of 

task scheduling. The SSHHO algorithm is 

obtained the minimum fitness function 

which includes the makespan, energy 

consumption, round trip time latency, 

resource utilization, and final task weight. 

The proposed SSHHO based multi-

objective TS was simulated in CloudSim. 

The performance of the SSHHO is related 

to the existing algorithms of CPSO, 

HGAACO, FMPSO, MSDE, and HGPSO 

in terms of resource utilization, 

improvement ratio, makes pan, degree of 

imbalance, energy consumption and 

efficiency. The future scope of this 

research is trying to diminish the 

finishing time and consider a huge 

number of tasks, and introduce this 

method to the grid environment. In 

addition, it will observe the difference in 

time in the grid and cloud. 
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