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Abstract: 

Due to extravagant advantages of the big data, the recommendation systems are 

commonly used in different areas and technologies, including social networking, e-

commerce and a vast range of web-based services. The film recommendation 

feature is very important in our lives because of its ability to provide enhanced 

entertainment for the user. Like this type of recommendation system, a selection of 

movies can be recommended to users based on their interest, or movie popularities. 

In today‘s world, there is having many more personalized movie recommendation 

systems that are making use of movie databases which are freely accessible (e.g. 

Netflix, MovieLens and ErosNow), and enhanced performance and metrics. 

However, there is a fundamental issue which is still being ignored by 

recommendation system. Collaborative filtering is one of the main effective 
strategies for improvising the recommendation system but lacks with time 

complexity when working on huge data. So hereby in order to overcome the issue 

used a KNN (K Nearest Neighbor), Decision Tree and Logistic Regression 

algorithms which are mainly responsible for improvised performance and reduced 

time complexity of the Movie Recommendation System. 

Keywords: Recommender system, movies, Machine learning, KNN, logistic 

regression, decision tree. 

 

I. INTRODUCTION 

By the involvement and usage of big data and Cloud 

Computing [1]-[5] among multiple applications, 

storing data is not an issue. But huge availability of 

data confuses the user to take decision. To overcome 

this, a number of recommendation systems were 

developed to help people. This paper is regarding 

recommendation system for movies based on the 

user‘s interest and let them make a decision which 

movies have to watch in huge database. The film 

industry is a prodigious video producer. It has 

already been stated by the year 2000 that more than 

4500 films are released around the world each year, 

covering around 9000 hours of footage. With that 

massive amount of knowledge, there is a lot of need 

of technology that must be involved to help viewers 

enable to access movies based on their interest by 

conveniently and thereby providing movie 

distribution. Each and every user will have different 

opinion likes and dislikes. Commonly, a single 

customer‘s opinion may depend on a large range of 

criteria, such as season, mood, or type of work being 

done by the user. The type of music you would like 

to hear during the workout, for example, can differ 

objectively as much as you prepare dinner. So they 

must find new areas and new paths to understand 

more about the customer, whilst still understanding 

almost everything about what is known about the 

customer info. Many researchers worked in this area 

to find sentiment analysis [6], [7] on the reviews. 

But this work is extended by considering the user‘s 
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profile and information as one of the parameter. 

There are two main important methods that are 

mostly used for the recommender systems. Among 

them one is content based filtering, in which we 

make an attempt to structure the user‘s preferences 

by using the data retrieved, and give suggestions to 

that profile based on its information. The other one 

is collaborative filtering, in which we try to cluster 

users having alike preferences together and hence 

use data about the group to make recommendations 

to the customer. But it lacks with time complexity 

when working on huge data. So hereby in order to 

overcome the issue, Machine learning algorithms 

[8]-[10] KNN (K Nearest Neighbor), Logistic 

regression algorithm and Decision tree are used 

which are mainly responsible for improvised 

performance and reduced time complexity. 

II. Literature Survey 

A. Survey on KNN Algorithm 

KNN algorithm [11] is also called as K Nearest 

Neighbor classification algorithm. It is based upon 

the technique of supervised learning. Also, KNN is a 

simple algorithm that stores all existing cases and 

classifies new existing cases by a similarity measure. 

KNN had already used this type of non-parametric 

technique for classification and regression in the 

statistical estimation approach and pattern 

recognition method in the early 1970s. But mostly it 

is used for classification problems. This algorithm is 

often known as the Lazy Learner Algorithm, since it 

does not immediately try to learn from the training 

dataset, but then stores the dataset and classification 

time of the dataset, and instead performs the 

operation on that particular dataset. It is shown in 

figure 1. 

 
  

Fig. 1. KNN algorithm 

B.  Survey on Logistic Regression Algorithm 

Logistic regression is a quantifiable model that uses 

a definite capacity in its fundamental structure to 

interpret a corresponding variable ward, while a lot 

of construction is dynamically complex. It is shown 

in figure 2. In a calculated regression [12] (or 

logistic regression), regression studies evaluate the 

parameters of a strategy model (a type of binary 

regression). A parallel model has science that has a 

linking variable with two possible characteristics, 

such as the passing / bomb that describes a pointing 

variable with the two attributes called ‗0‘ and ‗1‘. 

C. Survey on Decision Tree Algorithm 

Decision tree [13] is also one of the predictive 

modeling methodology used in various fields such as 

statistics, data mining and machine learning as well. 

Decision trees are designed using an algorithmic 
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approach which identifies different ways of splitting 

a collection of data based on different conditions. It 

is also one of the most commonly used methods of 

supervised learning and a practical one. Decision 

trees are also known as the non parametric based 

supervised learning method. Example is shown in 

figure 3. This method is also been used for both the 

tasks like the classification and regression tasks. 

This is called the decision tree algorithm. 

 

 
Fig. 2. Logistic Regression 

 

D. Survey on related methods 

 

  
Fig. 3. Decision tree example 

MOVREC [14] is a D.K. Yadav et al implemented movie 

recommendation program focused on a collective filtering 

approach. It uses user-based data. The data is evaluated and the 

users who are first agreed with the movie with the uppermost 

score are recommended for that movie. The program also 

provides the user with the option to pick the attributes they 

want to recommend. 

Luis M Capos et al. [15] looked at common 

recommender schemes, like Content-based Filtering 

and Collaborative Filtering. Because all of these 

have their own drawbacks, Author has suggested a 

novel method which incorporates Bayesian Network 

with Collaborative Filtering. The method being 

implemented is designed for the specified difficulty 

and includes distributions of probabilities to draw 

effective conclusions. 

Problem and provides distributions of probabilities 

for valid inferences. A hybrid system has been 

implemented by Harpreet Kaur et al. [16]. The 

program uses both a combination of information and 

collaborative filtering algorithm. Often, the context 

of the movies is remembered during 

recommendation. In the suggestion, the user-user 

relationship and user-item relationship plays a part. 

Balabanovic et al. [17] presented a recommendation 

system framework which is applied on various 

applications. It uses diverse distinctiveness, like 

author, genre, and other words. To draw this sort of 

data, a TF-IDF is applied. 

III. Proposed System 

The proposed system uses three algorithms for 

recommending movies to the user based on the 

rating, genres and genome_score. Figure 4 shows the 

work flow of the recommendation system.  

 

 
 

Fig. 4. Work flow for Movie Recommendation 

System 
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Considered sample datasets such as movies, 

ratings, genome_score and consolidate into one 

dataset. The graph is plotted between ratings and 

titles which is shown in figure 5. Based on the 

ratings and genome_score we can say that weather 

the movie is good, average or poor. It is shown in 

figure 6. 

 

 
 

Fig. 5. Rating of the sample data 

 

 
Fig. 6. Categorization of ratings 

 

The algorithm takes the input from the user as a 

movie name and provides related movie Ids‘ based 

on genres, ratings and genome_score. This is shown 

in figure 7. 

 

 
Fig. 7. Interactive recommendation system 

 

Here Powder is the movie which a user has entered; 

based on the movie‘s rating, genres and 

genome_score we can recommend movies. By using 

logistic regression, the algorithm takes a movie 

name as input and the probabilities as output. It is 

shown in figure 8. 

 

 
Fig. 8. Recommended movies for the given input. 

IV. Result 

Apply the algorithms on the training data collected 

to build a recommendation model. To determine the 

algorithm‘s accuracy, use this model on each test 

data instance. Draw a confusion matrix for each of 

these algorithms and find the accuracy of these 

algorithms. Compare the accuracy and find the best 

model for the dataset to provide better results. Here 

we used algorithms named logistic regression, KNN 

and decision tree.  
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Fig. 9. Accuracy of algorithms when the input is 

‗Powder‘ 
 

 
Fig. 10. Accuracy of algorithms when the input is 

‗Sense and Sensibility‘ 

The accuracy values of the proposed 

recommendation system for three algorithms are 

shown in figure 9. It shows that the Logistic 

regression is showing high accuracy when the movie 

title is ―Powder‖. 

The accuracy values of the proposed 

recommendation system for three algorithms are 

shown in figure 10 when the given input is ―Sense 

and Sensibility‖. It shows that the Logistic 

regression is showing high accuracy. 

The accuracy values of the proposed 

recommendation system for three algorithms are 

shown in figure 11 when the given input is ―Nixon‖. 

It shows that the Logistic regression is showing high 

accuracy. 

The accuracy values of the proposed 

recommendation system for three algorithms are 

shown in figure 12 when the given input is ―Heat‖. It 

shows that the three algorithms are showing same 

accuracy values. 

 
 

Fig. 11. Accuracy of algorithms when the input is 

‗Nixon‘ 

 
Fig. 12. Accuracy of algorithms when the input is ‗Heat‘ 

After observing the accuracy of these algorithms, the 

Logistic regression is showing high accuracy in the 

process of suggesting movies to the users. So, Movie 

Recommendation system using Logistic regression is 

accurate to suggest the best movies to the end users.  

V. Conclusion 

In this paper, developed fast and scalable movie 

recommendations by using the algorithms like 
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logistic regression, K Nearest Neighbor and decision 

tree. After comparing the accuracy of these 

algorithms the Logistic Regression has given high 

accuracy. This work could be extended by 

considering the Neural Networks in future. 
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