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Abstract: 

The Bee Colony Optimization (BCO), is one the nature inspired algorithms used to 

solve very complex NP-hard problems very effectively and efficiently. This paper 

presents an algorithm based on bee colony optimization to solve a combinatorial 

optimization problem called Random Traveling Salesman Problem (RTSP). We 

present an algorithm which finds a shortest tour for a traveling salesman with a 

reduced amount of time required to complete the tour. The results obtained for the 

randomly generated instances of TSP are then compared with the results obtained 

with the other very well known combinatorial optimization algorithms. The 

proposed algorithm produces very good quality solutions in acceptable time in 

compare to other algorithms. 

Keywords: Meta heuristics, bee colony optimization, combinatorial optimization, 

swarm intelligence, random traveling salesman problem. 

 

I.  INTRODUCTION 

 

In a traveling salesman problem, the salesman has to 

visit number of cities present in the tour. The 

salesman has to travel each city exactly once starting 

from one defined city and reach to this same city for 

ending his tour. The task of the problem is to find a 

tour with shortest length. At the same time we must 

minimize the time required to complete the tour. 

[1][2]. TSP can be represented as a weighted 

complete graph in which all nodes represent a city 

and the arcs represents the path between the cities. 

We have to find a hamilton cycle with the least 

weight for a given complete weighted graph. The 

traveling salesman problem can be illustrated as 

follows: 

TSP = {(A, f, t): A = (V, E) a complete graph,  

               F is a function, V × V  →  Z,  

              b ∈  Z, 

 

A is a graph that contains a traveling salesman 

tour with cost that does not exceed b}. 

To understand clearly, show the example shown in 

figure 1 where a set of 5 cities is shown. The job is 

to find a shortest path while visiting all the nodes 

once only and reaching to the starting one. We find 

two paths; path 1 and path 2. Path 1 is represented as 

{A, B, C, D, E, A} and the Path 2 is represented as 

{A, B, C, E, D, A}. While calculating of both the 

paths, path 1 is best with the distance 22. 

TSP is widespread in engineering applications and 

some industrial problems such as machine 

scheduling, cellular manufacturing and frequency 

assignment problems can be formulated as a TSP. 

The TSP is very well known NP-hard problem. No 

exact algorithm can solve it in acceptable time. The 

time required to solve traveling salesman problem is 

exponential. So, normally we use combinatorial 

optimization algorithms to find a near to optimal 

solution of such problems. This type of algorithms is 

also known as metaheuristic algorithms. Many 

metaheuristic algorithms applied to solve traveling 

salesman problem successfully. There are many 

ways to classify the algorithms based on the ability 

to produce optimal solutions.  They are classified as 

exact and heuristic algorithms. Exact algorithms 

produce result in exponential time but at the same 

time it fails to solve nearly all combinatorial 

problems in exponential time. While heuristic 

algorithms give near to optimal solution of all kind 
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of optimization problems in acceptable time. 

 

Figure 1: A Graph with weights on its edges 

 

 

The brute force method [3], Greedy Algorithm 

[4], branch and bound algorithm [5], cutting plane 

algorithm [6] and dynamic programming [7] are 

some of the best known exact algorithms. These 

methods produce the good results for less complex 

optimization problems like a TSP with very less 

number of cities for traveling. So it is necessary to 

use heuristic algorithms where the complexity of the 

problem is very high. Usually heuristic algorithms 

produce the optimal solutions in the given acceptable 

time. But, this is not the case every time means there 

is no guarantee of good quality solution to the given 

problem every time. Heuristic algorithms focus on 

solving the special type of problems. 

Heuristics algorithms comprises of the stochastic 

and deterministic composition. They usually 

determined to find a global optimal solution 

removing the problems of local optima. The 

heuristic algorithms are designed in such a way that 

they can be used to solve any kind of optimization 

problems. They normally show the way to apply 

required procedures to turn into solution of the 

problem. The group of the most known 

metaheuristics includes: evolutionary algorithms[8], 

genetic algorithms[9], particle swarm 

optimization[10], differential evolution[11], ant 

colony optimization[12], harmony search[13], 

artificial immune algorithms[14], bat algorithms[15], 

firefly algorithms[16], cuckoo search[17], artificial 

buffalo optimization[18] etc.  

In this research we solve the Random Travelling 

Salesman Problem (RTSP) using the basic bee 

colony optimization (BCO) algorithm. BCO is used 

to generate the optimized path for randomly 

generated TSP instances. To check the efficiency of 

our proposed solution we compared our solution 

with the solution generated with other algorithms 

like, Memetic Algorithm, Firefly Algorithm and 

Particle Swarm algorithm. 

II.  RANDON TRAVELING SALESMAN 

PROBLEM  

In a Random Traveling Salesman Problem, city 

problems are generated randomly. This is done to 

explore more search space to address the problem of 

local optima. A random problem instance generator 

is used to generate the city problems randomly 

[19][20]. 

Other than random TSP, there are many types of 

traveling salesman problem (TSP) described in the 

literature. To list a few; Symmetric TSP, 

Asymmetric TSP, Dynamic TSP, Spherical TSP etc. 

Symmetric TSP is a tsp where distance between the 

cities is same from the either side. Asymmetric TSP 

is a TSP where distance between the cities from the 

either side is not same. Dynamic TSP is a TSP where 

the problem changes itself at run time. In a spherical 

TSP all cities lie on a sphere. This paper presents a 

bee colony optimization algorithm to solve Random 

Traveling Salesman Problem. All city problems are 

generated in the range of 10 to 100. 

III.  BEE COLONY OPTIMIZATION 

Introduction 

The Bee Colony Optimization (BCO) algorithm is 

a Nature Inspired Algorithm which is inspired by 

foraging behavior of honeybees. The Bee Colony 

algorithm is proposed by Lucic and Teodorovic 



 

May-June 2020 

ISSN: 0193-4120 Page No. 546 - 553 

 

 

548 Published by: The Mattingley Publishing Co., Inc. 

[21][22][23]. The BCO builds a multi agent system 

which in turn solves optimization problems very 

successfully. The artificial bee colony follows basic 

principles followed by bee colonies naturally. This 

metaheuristic has been successfully applied to 

various large and complex real world problems. It 

has been found that Bee Colony Algorithm posses 

the capability of finding the quality solutions of 

combinatorial problems within acceptable computer 

time [24]. 

The BCO uses a random search technique 

stochastically. This technique uses similarities of 

foraging behaviour of bees in nature and the way in 

which metaheuristic algorithms look for a best 

possible solution for combinatorial problems. The 

BCO builds a artificial bee colony capable to solve 

tough optimization problems. Artificially created 

bees explore the search area in search of feasible 

solutions. Self-directed artificial bees work together 

and switch over information to find better solutions. 

Artificially created bees focuses on more potential 

areas and start to throw away solutions from the less 

potential areas sharing the knowledge achieved by 

working collectively. The Bee colony algorithm runs 

iteratively until the stopping criteria are satisfied. 

The BCO works in a decentralized way with their 

self organized nature which provides a basis for 

parallelization. It also has a capability for keeping 

away itself from local minima [24]. 

 

Bee Colony Algorithm  

The Bee Colony Algorithm is a population based 

optimization algorithm. In whichn a population of 

artificial bees works collectively to find an optimal 

solution. Each bee in a population represents a 

solution which in turn generates other solution for 

the problem. The bee colony algorithm used to 

passes known as forward pass and backward pass 

which works alternatively to generate a single step 

of the algorithm. Each artificial bee explores the 

search area using defined moves for creating and/or 

improving the solution, which gives a new solution I 

its forward pass [24].  

In the backward pass, bees go to back to hive and 

start their second phase using the information of 

partially obtained solutions. In this pass sharing the 

information about the solutions achieved by all 

artificial bees is done. At the end of one step all the 

solution achieved by bees are evaluated based on 

objective function. One probability value associated 

with each bee decides loyalty of bees. The bees 

which produce better solutions have more chances to 

keep their solution in the population for next steps. 

The bees which got success to keep their solutions 

are known as recruiter bees. All the other bees which 

abandon their solutions are known as uncommitted 

bees. All the Bees which generate better solutions 

take part in the next step using a probability value.  

All bees are divided into two groups known as 

recruiters and uncommitted bees [24]. 

The algorithm executes itself in two phases, 

forward and backward pass which are executed 

alternatively for finding optimal solution. After the 

evaluation of all solution, a best one is found which 

is used to update the global best solution and an 

iteration of the algorithm is completed. In this way 

bee colony algorithm runs in iterations until stopping 

criteria is satisfied. We can use number of iterations, 

CPU time, stagnation etc as the stopping criteria. 

The beat found solution at the time of reaching at 

stopping criteria will be the final best optimal 

solution [24]. 

IV.  THE PROPOSED BCO-RTSP MODEL 

 We can’t apply basic BCO directly to the TSP as 

it is a discrete optimization problem. Tedrovic [23] 

has given a frame work for the TSP by modifying 

the basic BCO for TSP. we will use this frame work 

here to solve our Random Traveling Salesman 

problem.  

Bee colony optimization (BCO) 

[21][22][23][25][26] creates a colony of artificial 

bees which in turn used to solve NP-hard problems. 

We apply BCO to traveling salesman problem to 

find the shortest tour iteratively. In Bee Colony 

Optimization algorithm, a bee starts to find the food 

without any knowledge of food source. This bee is 

known as unemployed bee. The Bee explores one 



 

May-June 2020 

ISSN: 0193-4120 Page No. 546 - 553 

 

 

549 Published by: The Mattingley Publishing Co., Inc. 

food source (nectar) to other food source (nectar), 

completes one stage and returns to its home (hive). 

This process is known as forward pass. A completed 

tour of a bee comprises of stages made of a 

collection of food sources. A food source (nectar) is 

represented as a city in the model designed for TSP 

and a stage of the solution works as an element of 

the tour. A probability value is used by Teodrovic 

which is used by a bee k selects the next city j from 

city i in the stage next of stage u in iteration z is 

given by equation-1[13][27][28]. 

 

𝑃𝑖𝑗
𝑘  (𝑢 + 1, 𝑧)

=

{
  
 

  
 𝑒

−𝑎𝑑
𝑖𝑗

𝑧

∑ 𝑛
𝑖𝑗(ℎ) 

𝑧−1
ℎ

∑ 𝑒
−𝑎𝑑𝑖𝑙

𝑧

∑ 𝑛
𝑖𝑙(ℎ)
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𝑘(𝑢,𝑧)

𝑖 = 𝑔
𝑘
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𝑘(𝑢,𝑧)
 , ∀𝑘, 𝑢, 𝑧

0                    Otherwise                      

 

 

 

(1) 

 

Here: 

1. h represents maximum of (z-b,1), 

2. Indexes of nodes is represented by i,j   

otherwise 

3. Distance between a link (i,j) is presented by 

dij 

4. Index of bee is represented by k.  

5. B represents number of bees in the hive, 

6. Index of iterations is represented by z, 

7. M represents maximum allowed iterations, 

8. s represents nodes visited by bees in a stage, 

9. Stage index is represented by u, 

10. nil(h) gives the number of bees visit link (i,1) 

in iteration number h. b represents the length of the 

memory.  

11. Last node visited by k bee in u stage during 

iteration z  is represented by gk(u,z).  

12. Set of all unvisited nodes represented by a set 

for k bee in u stage during iteration z  is designated 

as Nk(u,z),   

13. a represents a parameter specified by analyst 

 

using equation-1, we can find that the city j which 

has the greater distance from city i has the worst 

chance to move to city j from i. here, if algorithm 

uses the more iterations z shows that the distance has 

a heavy influence. More number of iteration also 

shows that the bee has a limitation in exploring the 

solutions. As an idea, some bees starts their foraging 

in the first phase, some starts their foraging in the 

second phase, some starts in third phase, etc. a bee 

remains active till the completion of a iteration. Each 

bee uses a probability to select the city for traveling. 

All bees come back to home and unload and store 

the food (nectar) after completing one stage. This 

process is known as backward pass. In this pass, we 

have three types of bees; Scout, follower and 

recruiter bees. Scout bees keep the previous step and 

go ahead for the further steps without interacting to 

the others. Follower bee abandons the nectar and 

follows the others based on the waggle dance of 

recruiter bees. Recruiter bees keep their previous 

step and recruit follower bees for further process. 

To categorize these three of type bees, Bee Colony 

Algorithm uses Eq.2 [27][28] for categorizing these 

three types of bees and to determine the probability 

which a bee k in next stage (u+1) uses the same 

partial tour in stage u in iteration z as described 

below: 

𝑃𝐾(𝑢+1, 𝑧)  = 𝑒
−

𝐿
𝑘
(𝑢,𝑧)−𝑚𝑖𝑛𝑟∈𝑤(𝑢,𝑧)

(𝐿𝑟 (𝑢,𝑧))

𝑢𝑧  
(2) 

We use inverse of the tour length of each path as the 

fitness function value to find the best solution. 

Flowchart of proposed BCO-RTSP model is given 

below. 
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V.  IMPLEMENTATION AND RESULTS 

Proposed BCO-RTSP model is implemented in 

Matlab -15. and executed on a Intel core i3 seventh 

generation machine with eight GB RAM. As 

mentioned, all TSP problems are generated 

randomly in the range of 10 to 100. Algorithm 

executed itself based on a termination criterion. 

Termination criteria used here is number of 

iterations. Table 1 shows the results obtained by the 

algorithm. Some of the Results are also shown 

graphically in the figure 3 to 11 

 

 

Table 1: Results Obtained from BCO-RTSP Model with other algorithms 

City 

Problem 

MA FA PSO BCO 

Length Time Length Time Length Time Length Time 

10 300.75  7.13 300.75  13.45 281.6978 169.741 266.2837 22.3350 

20 372.34  8.46 372.34  14.93 406.4415 190.053 346.8796 89.2720 

30 408.57 13.60 409.01 17.34 452.2936 220.370 510.6232 228.7319 

 40 537.95 14.78 523.96 23.18 505.4753 258.914 518.3001 398.9980 

50 575.36 11.64 545.54 19.82 609.8611 309.500 595.3425 622.4317 

60 616.31 25.74 622.26 25.45 720.5503 389.281 660.2627 886.5954 

70 723.90 14.36 661.64 22.47 785.1615 439.166 681.6139 917.1323 

80 768.69 17.43 716.51 26.29 902.1146 515.915 772.5417 943.5725 

90 757.38 20.87 731.68 31.89 943.2347 602.499 811.4022 964.7341 

100 875.87  20.59 806.24  43.95 980.1618 685.272 790.8024 989.5345 
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VI.  CONCLUSIONS  

 A Bee Colony algorithm based on the food 

foraging behaviour of bees is presented to solve a 

NP –Hard problem known as Random TSP. The 

model has been tested on a set of randomly 

generated TSP problems. The algorithm generates 

very good results in terms of quality and distance 

taking little bit more time to converge in a solution. 

It is observed that the convergence time increases 

with the increase of complexity of the problem. It is 

also observed that with the some parameter settings 

the time can be improved for the big size problems 

also. It is concluded that Bee colony algorithm can 

solve a wide variety of real life applications. 
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