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Abstract: 

Organizations are adapting the network security technologies to protect their data and 

infrastructure in the wake of rapid increase in modern sophisticated cyber-attacks.  IDS 

is one such system used by organization to differentiate between abnormal and normal 

behavior and identify the system attacks. But intrusion analysis of large data such as 

audit or log files with present IDS solution is not optimal since these IDS generate high 

False-Positive rate and Time to identify attack is also more. In recent times we have 

seen Machine learning being used to aid IDS to improve its performance. Machine 

learning based IDS identify sophisticated attack with better accuracy, reduce the False-

Positive rate and in a timely manner. In this paper we will be looking at the different 

phases of an cyber-attack, and we will look at different Machine Learning algorithm 

such as  Cluster-Based Approach, machine-Learning Based Approach, Optimization 

Algorithm based approach, artificial neural network based approach, deep learning 

based approach, model based approach, hybrid mock-up based approach. Here we will 

have a brief discussion on working of this algorithm, their shortcoming and their false 

positive accuracy rate with respect to each other. 

Keywords— Intrusion Detection, Classifier, Machine Learning, Deep Learning, 

Artificial Neural Network 

 

 

I.  INTRODUCTION 

As per the survey result of Internet World Stats 

Conducted in 2018 [1], a majority of the population 

who use internet are above 18 years age for various 

purposes ranging from research, Information, 

entertainment, infotainment etc. The introduction of 

Internet of Things in recent years also increased 

usage of internet [2]. Thus there is a tremendous 

growth of internet users in the last decade in every 

possible domain. It is projected by Cisco that within 

2021 the network device may uprise above 27.1 

billion worldwide [3]. Because of the a tremendous 

growth of internet users, machines on a network 

generate terabytes of data every day and within a 

enterprises, one terabyte of data is easily generated 

daily.10 to 100 billions of events are generated in a 

day in large enterprises. Security-relevant data such 

as software application events, people’s action 

events and network events make up to a size of 

terabytes which are regularly collected by the 

enterprises for  forensic analysis. As the enterprise 

enable more event logging, employ more people, 

install multiple devices and softwares the data 

becomes huge. But, such huge data with variety of 

information becomes unmanageable. Conventional 

analytical tool that exists does not perform well with 

huge data and results in identification of more false 

positives. The problem becomes worse when the 

enterprise moves to cloud architecture.  

Integrating security events from heterogeneous 

sources (such as firewalls, IDS and host log files) for 

better situational awareness is another major 

challenge. Slammer Worm is one of the well 
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executed network mass destruction and information 

takeover malware, where a Denial of Service attack 

(DoS) Bug was injected over Microsoft SQL server 

which disabled the database server by overload it. 

This bug is considered to be “one of the fastest 

computer worms in history” [4]. The infection rate 

of Slammer was more than 75000 computer system 

around the world within a period of 10 minutes. The 

vulnerability was not stopped in database access; it 

extended network outrage in cancellation of air 

flights, ATM failures etc. Another Distributed 

Denial of Service (DDos) based attack witnessed in 

2016 [5] was Botnet attack, which exploited 

vulnerabilities among the IoT devices leading to 

unplanned downtimes in applications.  

Intrusion in generally is explained as an act of 

intruding the resource availability [9].One solitary 

answer for dealing with these types of network 

attacks is by introducing a strong Intrusion detection 

System [6]. The detection of the network attack or 

computer attack using IDS is done by investigating 

the previous data records from the network process 

flow [7, 8]. IDS mainly focus on the sighting of 

illegal or malicious assaults on a computer system.  

IDS is generalized into two categories based on their 

behavioral model on assault detection as misuse 

detector and anomaly detector.  Misuse detector 

symbolizes the detecting potential of known attack 

[10, 11]. Anomaly detector signifies the nature of 

irregularity over the user profile depending on the 

data and similarity measure.  The utmost intention of 

the IDS is not only restricted to attack detection but 

also take some automatic remedial action over the 

network environment such as data logging, 

connection failure, system shutdown, ending process 

flow etc [12]. ). But differentiating anomalous 

network activity from normal network traffic is 

difficult and tedious. A human analyst must search 

through vast amounts of data to find anomalous 

sequences of network connections and the large data 

volume hampers ability to perform data mining 

experiments to gain necessary insights.Large-scale 

analytics for long-term for analyzing various 

network logs, events for detecting intrusion using 

conventional technologies do not serve well because 

of the following reasons, 

• Keeping a backup of large amount of data  is 

not feasible , thus data related to event logs  will be 

deleted after fixed time period. 

• Conventional technologies will not perform 

well when complex analytics on huge data having 

unstructured data and also noise.    

The intention of this paper is to discuss the state-of-

the-art methods for detecting  intrusion and  to 

stumble on a technique which can be well adopted 

for any Intrusion Detection System. The various 

existing research on IDS using various approaches 

are discussed, such as Clustering based approach, 

Machine learning based approach, Optimization 

algorithm based approach, Artificial neural network 

based approach, Deep learning based approach, 

Model based approach and Hybrid mock-up based 

approach. 

II. Intrusion in Real Time Networks 

This section provides an introduction about the 

intrusion in network and intrusion detection system. 

The behaviour of any system/unit which deviates 

from its normal course and results in some 

unexpected act is referred as intrusion. There are 

four stages in intrusion. They are [13]: 

 

 Probing stage: Attack done over by exploiting 

the potential vulnerability of the target computer 

in any software or configuration means. One such 

type of intrusion is password cracking. 

 Exploitation Stage: Stage with added advantage 

of probing stage. The exploited resource is used 

by the attacker to access any resources of the host 

as the administration privileges are obtained by 

the attackers by probing. 

 Mark Stage: Stage which marks the information 

theft, resource mishandling or the attacker’s goal 

is called the mark stage[14]. In most cases, they 

will plant a virus or spyware for further attacks 

increasing the accessibility. 
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 Masquerding Stage: Attack trace removal stage 

is called the masquerading stage [14]. Information 

revealing the truth about the attack will be 

removed by the intruder in this stage.  

 

The three widely adopted network attacks are [15], 

1) Denial of Service (DoS): 

Request mishandling or denial is the general 

purpose of DoS types of attacks. DoS results in 

system crash which prevents the system functioning. 

As mentioned in [15], different types of DoS attacks 

are  abuse legitimate features, Dismantle the stack of 

the machine packet reconstruction by malformed 

packets thereby tending a confused TCP/IP stack, or 

Make use of the distant listening host on to the same 

network. 

 

2) User to Root (U2R): 

These types of attacks are most common among the 

intruders who try to get the administration privilege 

of any operating system and software. As noted in 

[15], buffer overflow tendency crop up when a 

firmware tries to duplicate the data into the static 

buffer. The reason for the overflow is because of 

inappropriate condition consent over the existing 

data fitness function. This is considered as an 

effective intruding option in U2R type of attacks. 

 

3) Remote to Local (R2L):  

R2L behaviour has some similarity to U2R type of 

attack classes. Instead of the admin privilege 

intrusion, these attacks attempts to attain the local 

access across network host. The easy option for R2L 

is misconfiguration in security policies or with the 

help of any social engineering flow.   

 

Intrusion detection in any form of networks such as 

wireless, mobile ad hoc, sensor networks etc is the 

focal point in recent years. The IDS attracts these 

network because of distributive nature and 

infrastructure [16,17] and also because of 

widespread vulnerability. 

 

III. Intrusion in Real Time Networks 

This section discusses the existing intrusion 

detection approaches available over the potential 

intrusion in the real time computer networks. Figure 

1 depicts the taxonomy of the intrusion detection 

approaches considered in this literature. They are 

Clustering based approach, Optimization based 

approach, artificial neural network based approach, 

model based approach, hybrid mock-based 

approach, deep learning based approach and finally 

machine learning approach. The utmost intent of this 

literature is to find the best optimal choice of 

algorithm for IDS on any types of networks. 

 

 

 

 

 

 

 

 

 

Figure ERROR! SWITCH ARGUMENT NOT SPECIFIED.:  

Taxonomy of Intrusion Detection Approaches 

A. Clustering Based Approach 

Clustering is one among the unsupervised learning 

algorithm. Some of the common benefits of the 

clustering based approach on IDS are i) Non 

compulsory data extraction or natural pattern 

streaming, ii) No need of impractical data labelling. 

The clustering based approaches overlayed on 

unsupervised learning algorithm are commonly 

found over existing anomaly detection system, 

which is reviewed in this section.  

The clustering based approach centred on k-

means, k-medoid, etc are listed out with and without 

labelled data [18-20] in this section. A revised 
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clustering based approach was presented in most the 

research papers published in 2018-2019. The cluster 

generation using end to end delay threshold values 

has been used in conjunction with anomaly search 

the research [18]. The detailed report on 

classification based IDS, Statistical IDS, clustering 

based IDS were disclosed. Additive information 

about the importance of the evaluation criteria and 

datasets were also revealed [18]. Authors based their 

research on intrusion attack such as Denial of 

service, User to Root, Remote to User on network 

data. They addressed the problems on types of 

anomalies, network mapping, etc.  

K-medoid clustering algorithm based approach 

was used in the research for the detection of wireless 

sensor networks (WSN) anomalies such as blackhole 

and misdirection attacks [19]. They also granted a 

customizable option for further kind of anomaly 

detection. This was considered as one of the stable 

anomaly detection principles for wireless sensor 

networks based on clustering algorithm. Pure 

clustering algorithm, an under-sampling hierarchical 

model finds large pure cluster among the generated 

test and train set. The framework is found to be 

semi-supervised because of the divergence in the 

under sampling method over the dataset using k-

mean algorithm. The problematic class imbalance in 

intrusion detection is tried to resolve in this research 

work using the pure clustering algorithm [20]. 

 

B. Model Based Approach 

Model based approaches are the explicit state 

based classification approach. This type of approach 

assumes “successive observations are independent 

and that the probability of being in a given state at 

time t only depends on the state at time t-1” [21]. 

Model based approaches using Hidden Markov 

Model (HMM), behavioural model etc are reviewed 

in this section [22-25].  

Behavioural model based on IP metrics is a key 

component for the success of IDS. In [22], 

researchers address a behaviour detection model of 

Internet hosting. The IP metric abstraction method is 

used to assess the traffic behaviour in this system. 

The suggestion has also streamed a behavioural 

habit analysis centred on abnormal behaviour 

detection. Clustering based characteristics 

construction algorithm is used for the anomaly 

detection. Distributed Denial of Service attack 

detection model is proposed as the accurate model 

depending on model based approach [23]. Some of 

the attributes which is given higher priority in this 

research are high attack detection accuracy and 

alleviation reaction. This model approach is ranked 

as the first attack detection framework with respect 

to security and programmable network. They tend to 

create a behaviour analysis model workflow as a part 

of anomaly detection. The solution for the detection 

of anomaly in network slice by a cooperative scheme 

has been implemented in the IDS [24] where 

Transfer learning approach for IDS is adopted. The 

HMM model is used in finding the intrusion by 

network map movement observation. 

Experimentation is performed over physical nodes 

with four different states. Hidden Markov Model 

incorporation on the transfer learning concept 

increased the cooperative anomaly detection 

possibility. The tolerance over the speed of transfer 

learning, better detection accuracy is achieved. In 

[25], authors present DNS-ADVP, a DNS Anomaly 

Detection Visual Platform, which gives a good 

visualization depicting the DNS traffic using a one-

class classifier for detection of network traffic 

anomaly. The is implementation done by the feature 

vector selection considering the DNS behavior 

characteristic. Classification method, K-NN, is used 

because of dynamic nature of DNS traffic and the 

model continuously updated the normal behavior.  

 

C. Optimization Algorithm Based Approach 

In this section, the different types of the 

optimization algorithm based approaches are 

discussed. One of the significant challenge that has 

received much attention on anomaly detection for 

imbalanced data and is found increasing in recent 

years. Optimization algorithm is a class of nature 
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inspired algorithms which are used to attain real time 

classification problems. 

 In [26], a hybrid approach, ImGWO is  presented 

as aid for IDS using optimization algorithm . A 

combined approach with machine learning for 

feature extraction and classification was the intent of 

this research. Grey Wolf optimization (GWO) 

algorithm was chosen for feature extraction as it is 

considered to be flexible for optimal results. Further, 

deep learning principle from CNN was utilized for 

the anomaly classification. In addition to the 

proposed combined model, efforts were also made to 

improve the basic characteristics of the GWO. 

In advanced to the above GWO based approach, 

Text Based Intrusion detection system for cloud data 

security using modified artificial neural network 

(MANN) [27]. Authors have used the Neural 

network principle hybridizing with optimization 

algorithm for better intrusion detection results. 

Particle swarm optimization algorithm was chosen 

because of its flexibility over down sampling. 

Structuring details about the inner layer of ANN 

have been assumed precisely. 

 

D. Artificial Neural Network Based Approach 

In this section, a brief view on artificial neural 

network approach based IDS is deliberated. 

Artificial Neural Network (ANN) is best among 

other supervised learning algorithm because of its 

desirable properties such as self-learning capability 

of complex pattern, generalization of known patterns 

[28] etc.  Most of the recent research papers on IDS 

are found to be using ANN approach because of its 

simplicity. 

 A multi-layer approach for IDS was proposed by 

Jiajun Lin et al in [29]. A network approach based 

on GoogleNetNP with multiple layers was utilized 

by the authors. The usage of the multiple layers on 

CNN yielded in reduction of false rate over the 

anomaly attack detection. Random Forest Classifier 

was also used over the output of the first layers to 

help in minimal trial over the existing data. In the 

same year 2019, Yong Zhang et al presented an 

approach named parallel cross convolutional neural 

network (PCCN) [30]. Authors have clearly 

provided a network intrusion detection system model 

for imbalance multi-class level. This work was the 

first of kind to use parallel neural network covering 

issues related multi class imbalance. Prior mismatch 

on CNN layers over existing system was overcome 

here by making use of the flow features from two 

layered CNN for IDS.  

A relative approach using improved convolution 

neural network (ICNN) for outlier detection is 

presented in [31]. Wireless Network Traffic attack 

detection system via an improved version of 

convolution neural network has been addressed.  

Prior importance on data characterization was also 

achieved by optimal feature selection algorithm.  

Aggregation over the second layer convolution 

neural network gained better accuracy. 

 

E. Deep Learning Based Approach 

Instance Based Learning (IBL) techniques are 

employed by many researchers in intrusion detection 

and event correlation/fault management. This is 

because of the flexibility of deep learning approach 

compared to most of the expert systems, particularly 

for dynamic networks. The nominal drawbacks of 

expert systems listed out in the literature [32,33] are: 

• Most of the expert system utilizes unbearable time 

for the execution and it is found difficult in 

perception of rule based knowledge extraction from 

data.  

• Modification and calibration of the rule base seems 

tricky. 

• Cannot detect slight variations of know attacks 

because of  many specific rules. 

Problems are solved based on previously solved 

instances/cases by Instance Based Learning 

techniques and, thus, does not require rule based 

amalgamation for the conclusion which is necessary 

in expert systems. Updating of the knowledge base 

of instances/cases is done automatically and the 

system will learn from its own experience during 

operation.  
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In [34], the problem related to ANN is presented. 

Deep learning Network is considered to be prime 

factor for intrusion detection by the authors. The 

principle of better feature abstraction results in better 

accuracy was utilized because of the poor modelling 

of the traditional learning methods. The better 

understanding on structuring the hidden layer of the 

DNN has been found effective. In [35], the use of 

deep and machine learning approaches have been 

reviewed on approach presented handling imbalance 

data. Techniques such as DNN, Random Forest, 

Voting, Stack classifiers etc are deliberated with 

explanation over CIDDS dataset. Mainly significant 

problem due to class imbalance distribution is 

highlighted.   

Singular value decomposition (SVD) adaption for 

the IDS is the foremost intent of the approach 

presented by Jun et al [36] for high order data. Big 

data redundancy over small time data was 

successfully achieved in this method. Authors 

provided a pathway for the reduction in big data 

sampling optimal features which helps in IDS for 

any anomaly detection techniques. The comparison 

result over the existing methodologies also validated 

the performance. An Intrusion Detection System for 

Optical Network is offered by Boajia et al for data 

outlier monitoring [37]. The system models have the 

ability to learn it synchronously called as self-learn.  

The deep learning network architecture hybridizing 

supervised and unsupervised machine learning 

algorithms are combined.  Their evaluation seems to 

provide less than 1% false positive on most of the 

network attack detection system. Authors call it self 

- taught because of the feature segregation. 

 

F. Hybrid mock-up Based Approach 

Deep learning approach is not as efficient as 

expert systems in performing event correlation [38]. 

The memory obligation of deep learning methods 

are high in bondage to store a large number of cases. 

Hybrid approaches are the clever approaches which 

are the amalgamation of classifiers so as to devise 

the result in IDS in perfect manner. 

A cumulative approach for the detecting network 

attacks such as User to Root and Remote to Local on 

network data is addressed by Hamed et al as 

methodology in [39]. The problems in the 

dimensionality reduction and computational speed in 

the intrusion detection is answered in a method using 

two layer phenomena. The combined approach 

comprises of naïve bayes classifier, and k-nearest 

neighbour hybridized altogether. An outlier detector 

with the tagline “no prior knowledge of features” is 

the target of the author and named as compression 

analytics [40]. They utilized compression algorithms 

for the classification of anomaly as well as the 

detection of anomaly. They opted out one solution 

known as slice compression thereby characterizing 

the local behaviour of the network.  

A proactive anomaly detector before failure is the 

slogan of network anomaly detection proposed by 

Shi Jin et al named CP(change point)-anomaly 

detector [41]. They employed a change point based 

outlier detector over the collected dataset with time 

as the base. The clustering algorithm is later 

implanted over the changepoint windows for the 

anomaly detection. The principle application of this 

research started from the real time dataset collection 

from a router. The false alarm rate of this 

research[41] founds to be too less over the 

traditional outlier detection approaches. 

 

G. Machine Learning Based Approach 

A range of machine learning algorithms have been 

benchmarked by many researchers, and it’s found 

that  different classes of intrusions are better 

detected by different techniques. This is because of 

due to differences in methods. Creating classifier 

ensembles of different techniques has been shown to 

perform better than the individual classifiers. 

Although some researchers experience the instability 

of DTs as a drawback on data insensitiveness on 

training percentage [42], others exploit this as a 

beneficial trait to construct successful ensembles of 

DTs (classifier combination). The overall error rate 
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is significantly lower for all machine-learning 

methods compared with the other techniques.  

   A combined machine learning approach for the 

intrusion detection on network data was deliberated 

in [43]. Primary aspect of attack classification and 

feature mapping over the network dataset are 

discussed in this method. The limitations in most of 

the existing deep learning algorithm were also 

depicted with their solution in regard to feature set 

by them. Five Team advance using conventional 

machine learning methods such as K-nearest 

neighbor, Support Vector machine, Naïve Bayes, 

Random Forest and Decision tree classifier for 

intrusion detection have been conversed against the 

proposed Fully Connected Neural Network (FCNN), 

Convolutional Neural Network (CNN) and Long 

Short Term Memory (LSTM) methods by Jonghoon 

et al in [44]. Adaptive learning is proved for the 

machine learning models in their study. 

An approach for the Distributed Network 

Intrusion Detection System is presented by Ying et 

al in [45] for vehicular adhoc network. The 

challenges on DDOS network attack of big data on 

VANET is considered by the authors. Apache spark 

is used by the authors for computing advantage in 

data pre-processing. The attack classification is done 

using Random Forest classifier. Upon considering 

IDS, equal importance was given for the data 

collection module. Most of the micro-batch 

processing on network data was performed as micro 

services using spark. A multi-framework design 

utilizing meta classifier approach combining random 

forest classifier and bagging model have been 

proposed in a method as a solution for nominal 

ensemble learner based IDS [46].  Accurate 

assumption is made on the feature selection 

interconnecting multi-feature selection paradigm.  

One class support vector based machine learning 

streaming is used as the crucial tool for the anomaly 

detection by Xuedan et al in [47]. More resemblance 

on conventional SVM was replaced with a random 

approximate function in this method. The 

performance evaluation on synthetic and real 

datasets is done which improved the quality of IDS. 

The authors in [48] tried to imitate the flow of 

engineering concept with the machine learning 

algorithms for the detection of DDos attacks. They 

maintained a proportional approach for the anomaly 

detection procedure over k-means, svm classifier etc. 

The results from this study concluded in the fact that 

steps inclined on the feature extraction will increase 

the DDoS detection speed. The dimensionality of the 

dataset was taken in account for measuring the 

credibility of the system. 

IV. Approach Evaluation 

The evaluation of the existing approaches considered 

in this paper is discussed in this section. Table 1 

depicts the evaluation tabulation listing the 

cumulative accuracy and false alarm rate of the 

different approaches used for IDS techniques. 

Table 1: Evaluation of Existing Approaches 

 

V. Shortcomings 

In this section, the shortcomings of the approaches 

considered in this literature on IDS are discussed 

[27-48]. Substantial support over network level 

attack was given more priority on most of the 

intrusion detection techniques using clustering 

approach. Moreover, manipulation detection on the 

behaviour of the network seems difficult in this kind 

of clustering based approach because of the multi 

class probability function. Augmented data reality 

for IDS was left unreciprocated. Empirical relation 

SNo Approaches 
Cumulative 

Accuracy 

Cumulative 

False Alarm 

Rate 

1 Clustering <90% 9% 

2 Model <89% 9% 

3 Optimization <93% 5% 

4 Hybrid mock-

up 

>90% 9% 

5 Artificial 

Neural 
Network 

<93% 7% 

6 Deep 

Learning 

<95% 7% 

7 Machine 
Learning  

>99% 2% 
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for the clustering transformation in regards to the 

choice of the hyper parameter is left open. 

Retraining issue related to cyber security application 

was also left myriad in most of the reviewed 

literature in section III.A. 

In model based approaches, the limitation for the 

abnormality behaviour on single network is found 

high. Most of the research left the scope for the 

detection in multiple networks. Evaluation on 

synthetic datasets resulted in middling. Inherent 

complexity on combining optimization algorithm 

and deep learning was also considered tedious. 

Effort for reducing the computational power and 

memory was not preserved in ANN approach. 

Timing for the anomaly detection was found to be 

pricey.    Feature extraction for the CNN was not 

found that much effective. 

Fuzzy situation over the dimension reduction of 

dataset is left unexplored in most of the hybrid 

approaches which resulted in ineffective accuracy. 

Performance evaluation of deep learning approach 

doesn’t conclude in the reproducibility of the 

learning algorithms in intrusion detection. Moreover, 

low frequency attacks are untouched on the working 

scenario. Loss function on optimal feature selection 

algorithm resulted in fuzzy situation over feature 

selection.  

When comes to machine learning approaches, the 

class balancer issues in Random Forest classifier 

were not discussed. Furthermore, down sampling 

problems were also left. Strong supports for security 

attacks were deliberated indulging other types of 

network attacks.  The performance excellence was 

left open for other machine learning techniques to 

get acquainted.  

Even though machine learning was addressed 

neatly for IDS its possibility for threat prediction on 

multiple networks were not addressed. Problems 

related to data labelling for training was unnoticed. 

Feature extraction processing was not found 

compatible for synthetically generated datasets. The 

deployment was only successful on processed 

dataset. In most possible IDS, attacks associated 

with the traffic flow were not estimated. Only 

concern was given for DDoS attack among different 

attack categories.  

Large scale evaluation was performed mostly on 

the synthetic datasets. Multi class and Imbalance 

problem related issues are left void. The speed of 

anomaly detection depends on the swiftness of the 

training data and the learning process..  The delays 

for feature selection also have considerable impact 

on the AUC(area under curve) of the results. 

Performance over the normalized data was not 

achieved in most of the literatures. Security over 

information breach in data reduction was upheld as 

the future work in most of the literatures, which 

serves a negative impact for the usage.  Solving 

course of action for multi-class problem was not 

resolved in most of the literatures.  Result concerned 

on theoretical accuracy, specificity, and precision 

metric were given more priority.  

 

VI. Evolving Machine Learning 

In this section, the evolving machine learning 

approach with better evaluation is discussed with its 

importance over IDS. The main motivation for 

machine learning combination is stated by [49] 

Three specific reasons why machine learning based 

IDS classifier combinations can be beneficial: 

1. Numerical Theory based workout: Most of the 

prediction algorithms relies on the training data to 

model the detection space with the help of one 

classifier, the same can be amplified to a better 

level  by the combined knowledge of an ensemble 

of classifiers may reach more accurate predictions. 

2. Algorithm workout: Most of the prediction 

algorithms can befall in optimal problem and it 

may be divisively exclusive to find the global 

optimum. Instead, local search algorithms of 

machine learning can be employed to form 

different starting points by combining local 

optima. 

3. Representational: the optimal classifier may not 

be found, because the technique is incapable of 
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finding the fitness function for true problem of the 

anomaly detection.  

VII. Conclusion 

IDS are system unit which helps in finding the 

intrusion that exploits the application vulnerability 

and detecting network level attacks. The evaluation 

of any type of IDS can be performed using accuracy, 

and false positive rate. This literature attempted to 

perform a cumulative survey of different types of 

approaches and algorithms available on existing 

IDS. Many relational factors such as feature 

selection, imbalance problem, multi class probability 

are left open in most of the existing approaches. 

Machine learning approaches give the impression to 

be helpful for analysing any network traffic, virus 

signatures, behaviours, profiles, incidents etc. The 

conclusion on selection of machine learning 

algorithm confined considering dataset selection, 

accuracy, and false positive rate. One big challenge 

in existing machine learning approaches is feasibility 

in handling huge data. In future, attempts can be 

made on machine learning based IDS approaches 

incorporating tensorflow, apache spark etc for better 

processing and evaluation. 
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