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Abstract: 

In this work, we have introduced a hybrid novel approach to classify the lung cancer 

data using ensemble learning. According to this approach, first of all, we present data 

preprocessing model where missing values are imputed with the help of knn. Later, we 

incorporated filtering-based feature selection to reduce the feature dimension. Later, 

decision tree and Naïve Bayes classifiers are used to create the ensemble learner. 

Finally, voting based decisions are made to classify the data. The proposed approach is 

represented as ISE-DNC (Impute, Select, Decision Tree and Naïve Bayes) classifier. 

The proposed approach is implemented on two lung cancer public datasets which are 

obtained from the UCI repository. The experimental study shows that the proposed 

approach achieves 96.87% and 89.78% of classification accuracy for lung cancer and 

Thoracic Surgery Dataset. 

 

I. INTRODUCTION 

Recently, during the latter half of twentieth century, 

the world has noticed a drastic increase in the 

occurrence of health-related chronic disorders. These 

disorders are instigated due to the degraded 

environmental toxins, less healthy lifestyle, less 

nutritious food and inappropriate heath care. Several 

chronic diseases such as Cancer, cardiovascular 

disease and diabetes, have affected millions of 

people worldwide. Recently, GLOBOCAN reported 

that 18.1 million new cancer cases are identified, and 

9.6 million deaths have been reported due to cancer 

[1]. In [2] authors have reported that currently 

around 140 million people are having diabetes and 

this number is expected to reach up to 300 million 

by 2025. Similarly, in [3], authors have reported that 

4.15 hundred million adults are having diabetes. 

However, several techniques have been presented to 

diagnose these diseases but diagnosis of cancer still 

remains a challenging task. About 606,880 

Americans are expected to die of cancer in 2019 [4]. 

Moreover, cancer is considered that most common 

cause of death in US, hence, these works focuses on 

cancer diagnosis and provide a new solution for 

efficient diagnosis. 

A. Cancer: A brief overview  

Cancer is known as a group of disease which is 

categorized as the uncontrolled or uneven growth 

and abnormal spreading of cells in the body. This 

uncontrolled growth of cells can lead towards the 

dysfunction of various organs and can cause death to 

the patient. According to a recent study presented by 

American Cancer Society researchers, it is found 

that 19% of cancers are caused due to smoking and 

18% of cancers are caused due to excessive body 

weight, excessive alcohol consumption and poor 

nutrition.  
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Figure 1: Cancer death rates [4] 

Various types of cancer are present such liver, 

breast, stomach, pancreas etc. Figure 1 shows death 

rate due to cancer. According to this study, Lung 

cancer is a the most common cause of deaths. Lung 

cancer diagnosis is performed using different types 

of tests such as Imaging tests, Sputum cytology and 

Tissue sample (biopsy). After detecting the lung 

cancer, several types of treatments need to be 

performed such as surgery, radiation therapy, 

Chemotherapy, Radiosurgery, and Immunotherapy 

etc. 

B. Cancer treatment, diagnosis and use of 

machine learning  

Several mechanisms are present to detect and 

diagnose the cancer. However, recent technological 

advancements have enabled new paths to develop 

the automated system for Lung cancer detection. The 

imaging-based systems are widely adopted where 

machine learning methods are applied to classify the 

lung cancer. Kumar et al. [5] presented deep learning 

approach to classify the lung nodules, Hua et al. [6] 

introduced deep learning model on CT (Computed 

Tomography) images to classify the lung nodules, 

Shen et al. [7] presented multi-level convolutional 

neural network (CNN) based machine learning 

model. according to these models, the lung images 

are processed through the automated computer 

vision systems where different types of patterns are 

extracted and classified with the help of classifiers.  

Generally, the clinical decisions are made based on 

the doctor’s experience rather than extracting the 

rich hidden information in the database. hence, this 

leads towards the error and unwanted biases which 

affects the patient’s health. Thus, data mining-based 

schemes are widely adopted to extract the rich 

information from the database to improve the quality 

of diagnosis system. Several methods have been 

introduced recently based on the concept of data 

mining such as backpropagation neural network [8], 

multi-class SVM [9], and back-propagation with 

decision tree [14] etc... The existing classifiers suffer 

from well-known challenge which caused due to the 

dataset dimensionality issue. In order to deal with 

dimensionality related issues, dimension reduction 

and feature selection techniques are introduced such 

as filter-based feature selection [11], wrapper feature 

subset selection [12], Fisher and RelieF feature 

selection [13]. However, the general classification 

algorithms suffer from various challenges where 

achieving the desired classification accuracy remains 

a tedious task. Hence, current researches have 

focused on hybrid classifier where optimization 

schemes are incorporated such as Selvanambi et al. 
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[10] presented recurrent neural network with 

glowworm swarm optimization, artificial bee colony 

for feature selection [15], particle swarm 

optimization [16], and cuckoo search optimization 

[17] etc. 

The main objectives of this work are to study about 

Lung cancer, role of data mining and machine 

learning to predict the lung cancer to improve the 

diagnosis performance. Hence, we present a novel 

classification approach which uses an ensemble 

classification model using decision tree, Naïve 

Bayes and association rules. Finally, a majority vote 

model is also incorporated to achieve the better 

classification performance.   

The rest of the article is organized as follows: 

section II presents a brief literature review study 

about recent techniques for lung cancer 

classification, section III presents proposed hybrid 

solution to improve the classification accuracy, 

section IV presents the outcome of proposed 

approach and comparative study, section V presents 

concluding remarks and future works.  

II. Literature Survey 

This section presents the brief overview about recent 

techniques of Lung cancer classification using data 

mining and machine learning. This study includes 

several aspects of data mining and machine learning 

such as data pre-processing, feature selection, and 

classifier construction. We present a brief discussion 

about recent techniques to improve the performance 

of lung cancer classification.  

According to Cai et al. [18], the lung cancers are 

classified as: non-small cell lung cancer (NSCLC), 

small cell lung cancer (SCLC) and carcinoid. In this 

work, authors presented an ensemble classification 

approach to classify LADC, SQCLC and SCLC 

cancer types based on machine learning techniques. 

This study is carried out on the cancer specific bio-

markers. In order to achieve this, ensemble feature 

selection method is developed where incremental 

feature selection (IFS) strategy and Random Forest 

classifier is used to predict the lung cancer.  

Montazeri et al. [19] presented heuristic approach 

for feature selection to classify the lung cancer using 

data mining technique. The genetic algorithm (GA) 

is used along with Pearson Correlation Coefficient to 

achieve the optimal attributes.  After feature 

selection, the neural network classifier is 

implemented to classify the lung cancer.  

Panthong et al. [12] introduced wrapper feature 

selection mechanism to overcome the dimensionality 

issue. The ensemble feature selection uses sequential 

backward selection (SBS), sequential forward 

selection (SFS), and evolutionary algorithms such as 

bagging and AdaBoost. Further, the decision tree 

and naïve Bayes classifier are used to classify the 

multidimensional data.   

Rajan et al. [20] reported that the computational 

complexity and misclassification are the two 

challenging issues which affects the quality of 

prediction tools. In order to deal with these issues, 

authors presented neural network-based 

classification model and introduced multi-class 

neural network model.  

Shakeel et al. [21] focused on the development of 

automated system to predict the lung cancer. 

Authors reported that overfitting and dimensionality 

are the challenging issues in this field of biomedical 

data classification. In order to overcome these 

issues, authors introduced a novel ensemble learning 

model using AdaBoost and Neural network. 

According to this approach, the noise from the data 

is removed by applying data smoothing and 

normalization process. Further, an optimization 

model is incorporated using minimum repetition and 

Wolf heuristic models which help obtain the 

optimized features by reducing the dimensionality 

issue.  

Rani et al. [22] applied machine learning based 

approach on microarray data to classify the lung 

cancer. In microarray dataset, gene selection is 

considered as an important paradigm to improve the 

classification performance. Hence, authors presented 

hybrid gene selection approach using mutual 

information and genetic algorithm model to classify 
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the cancer data. First of all, mutual information 

model is applied which selects the genes which are 

having high mutual information related to cancer.  

These genes are processed through next step where 

genetic algorithm is applied to select the best 

features to improve the classification performance. 

Finally, Support Vector Machine (SVM) classifier 

model is applied to classify the data. 

ALzubi et al. [23] introduced boosted neural 

network model to enhance the classification 

accuracy of lung cancer. According to this approach, 

an integrated Newton–Raphsons Maximum 

Likelihood and Minimum Redundancy (MLMR) is 

applied during pre-processing which helps to reduce 

the classification time. With the help of these 

attributes, an ensemble classification model is 

developed using weighted optimized neural network 

and boosting which acts as weak classifier and 

minimizes the classification error. Similarly, Hsu et 

al. [24] presented ensemble classification model. in 

this work, authors developed ensemble classification 

using neural network and decision tree classifier.  

Venkataraman et al. [25] also focused on the feature 

selection and presented a novel hybrid model of 

feature selection for effective data classification. The 

main aim of feature selection is to reduce the 

classification time and increase the classification 

accuracy. Selvanambi et al. [26] presented a higher 

order neural network which is developed using 

recurrent neural network with Levenberg–Marquardt 

model. Furthermore, glowworm swarm optimization 

technique is also incorporated for feature selection 

and optimization.  

This section presents a brief overview about recent 

techniques of lung cancer classification using 

machine learning techniques. From this discussion, 

we conclude that feature selection plays important 

role to improve the classification performance and 

reduces computational complexity. Moreover, 

hybrid classifier or ensemble classifier construction 

can help to achieve the better accuracy. However, 

existing schemes suffer from classification 

performance related issues hence in next section we 

present proposed solution to overcome thee issues 

faced in existing systems.  

III. Proposed Model 

In this section, we present the proposed solution to 

classify the lung cancer data with the help of 

ensemble learning. The complete approach is 

divided into following stages: 

(a) Data preprocessing: first of all, we apply data 

pre-processing model where missing value 

imputation and data normalization is performed 

to minimize the redundancy in imbalanced data.  

(b) Dimension reduction: in this stage, we apply 

dimensionality reduction model where we use 

filtering and correlation-based technique for 

optimal attribute selection.  

(c) Classifier: finally, we introduce a novel 

ensemble classification model where decision 

tree and naïve Bayes are ensembled and majority 

voting is applied to obtain the prediction.  
 

A. Missing value imputation  

Missing value imputation is a process where the 

missing data is identified and replaced with a value 

which is closer to the exact value. This process is 

done based on the neighboring data. Mainly, the 

missing values are categorized as Missing 

Completely At Random (MCAR), Missing At 

Random (MAR) and Missing Not At Random 

(MNAR). Due to increased use of data mining 

application, the demand of automated systems is 

increasing which can handle all types of missing 

values. 

In this work, we use knn based missing value 

imputation model. Due to simplicity, less complexity 

and higher accuracy of imputation, we have adopted 

this in our model. Generally, the conventional 

methods use NN (Nearest Neighborhood) method 

but due to overfitting error, the existing NN model is 

extended to knn model. The KNN imputation is 

performed using following steps: 

Step 1: Select set of attributes which are near to the 

missing values. Let the lung cancer data formulate a 
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matrix with attributes as 𝐶 which contains 𝑚 rows 

and columns. In order to impute the missing value 

𝑥𝑐𝑖  of 𝑥𝑐  , we need to find 𝑘 other experiments with 

known attributes.  

Step 2: in order to find the similarity between 

attributes, several techniques are presented in the 

literature such as Euclidean distance, Pearson 

correlation and variance minimization. However, 

outliers may affect the similarity measurement 

performance, hence, we consider Euclidean distance 

for measuring the similarity between attributes. This 

can be expressed as: 

𝑑𝑖𝑗 = 𝑑𝑖𝑠𝑡 𝑥𝑖 , 𝑥𝑗  =     𝑥𝑖𝑝 − 𝑥𝑗𝑝  
2

𝑛

𝑝=1

 (1)  

where 𝑑𝑖𝑠𝑡 𝑥𝑖 , 𝑥𝑗  is the Euclidean distance between 

𝑥𝑖  and 𝑥𝑗  attributes, 𝑝 denotes the experiment and 𝑛 

denotes total number of experiments 

Step 3: In this step, we aim on predicting the missing 

value based on the average values of closest attribute 

values. The estimated missing value can be obtained 

as: 

𝑥 𝑔𝑖 =
 𝑥𝛼𝑖∀𝑥_𝛼∈𝑁𝑔

𝑘
 (2)  

Where 𝑁𝑐  is the nearest cancer data attributes, for 

each attribute, the weights are computed and the 

higher weight represents the more similar attributes.  

Step 4: The weights for 𝑘 nearest neighborhood can be 

computed as: 

𝑥 𝑔𝑖 =  𝑥𝛼𝑖𝑊𝑖

∀𝑥_𝛼∈𝑁𝑔

;          𝑊𝑖 =

1
𝑑𝑖

 

 1
𝑑𝑖

 𝑘
𝑖=1

 (3)  

Where 𝑘 is the closest attribute and 𝑑𝑖  is the distance 

between 𝑖𝑡  attribute and target missing value  

 

 

B. Decision tree and Naïve Bayes ensemble 

classifier 

In this section we present the proposed ensemble 

learning and classification approach by combining 

decision tree and naïve Bayes classification 

algorithm. First of all, we briefly describe the 

decision tree and naïve Bayes classifier, later, 

majority voting is incorporated to obtain the final 

classification decision.  

C. Decision tree classifier  

The decision tree classification approach is widely 

adopted in data mining task. This is considered as 

top-down greedy approach which provides the 

effective solution to the classification problem. 

Generally, the DT approach divides the training data 

into various smaller subsets until its final class is 

obtained.  In this work, we adopted Iterative 

Dichotomiser (ID3) for DT classification. In this 

process, the root node is selected based on the 

highest information gain of the considered attributes. 

Let us consider that we have training data 𝐷 and 

each instance of this data need to be classified as 

𝑥𝑖 ∈ 𝐷 belongs to a class ℂ𝑖 , the probability that 𝑥𝑖  

belongs a class ℂ𝑖  is 𝑝𝑖 , hence, the required average 

information to classify the 𝑥𝑖  is expressed as: 

𝐼𝑛𝑓𝑜 𝐷 = − 𝑝𝑖 log2 𝑝𝑖 

𝑚

𝑖=1

 (4)  

The goal of DT process is to divide the training data 

𝐷 into multiple subsets as  𝐷1 , 𝐷2, 𝐷3, …𝐷𝑛    until 

the each 𝐷𝑖  belongs to the class ℂ𝑖 . Similarly, 

𝐼𝑛𝑓𝑜𝐴 𝐷  is the expected information which is 

required to classify correctly from 𝐷𝑖  based on the 

partitioning attributes 𝐴. This can be computed as: 

𝐼𝑛𝑓𝑜𝐴 𝐷 =  
 𝐷𝑗  

 𝐷 
× 𝐼𝑛𝑓𝑜 𝐷𝑗 

𝑛

𝑖=1

 (5)  

The information is defined based on the information 

required and current information which are obtained 

from eq. (4) and (5). Information gain can be 

computed as: 

𝐺𝑎𝑖𝑛 𝐴 = 𝐼𝑛𝑓𝑜 𝐷 − 𝐼𝑛𝑓𝑜𝐴 𝐷  (6)  

Further, we incorporate a gini value for the dataset 𝐷 

as: 

𝐺𝑖𝑛𝑖 𝐷 = 1 −  𝑝𝑗
2

𝑚

𝑗 =1

 (7)  

Where 𝑝𝑗  is the frequency of class 𝐶𝑗 ∈ 𝐷  
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D. Naïve Bayes Classifier 

Naïve Bayes classifier is known a probabilistic 

classification approach which can predict the 

probabilities of class membership. Let us consider 

that the training data is given as 

𝔻 =  𝑋1, 𝑋2, 𝑋3 , … . 𝑋𝑛    and each data has record as 

𝑋 =  𝑥1, 𝑥2, 𝑥3, …𝑥𝑛   , the data 𝐷 contains the 

attributes as  𝐴1, 𝐴2, . . 𝐴𝑛   and each attributes has 

different values as  𝐴𝑖1 , 𝐴𝑖2, . . 𝐴𝑖𝑛 . . Each attribute 

has classes as 𝐶 =  𝐶1 , 𝐶2 , . . 𝐶𝑚  . in order to predict 

the class of attribute, the NB classifier computes the 

highest probability and predicts that 𝑋 belongs to 

class 𝐶𝑖  if following probabilistic condition is 

satisfied, as  

𝑃 𝐶𝑖 𝑋 > 𝑃 𝐶𝑗 |𝑋  𝑓𝑜𝑟 1 ≤ 𝑗 ≤ 𝑚, 𝑗 ≠ 𝑖 (8)  

To represent the 𝑋𝑖  belongs to the class 𝐶𝑖 , the 

𝑃 𝐶𝑗 |𝑋  is maximized which is known as e 

Maximum Posteriori Hypothesis and can be 

expressed as: 

𝑃 𝐶𝑖 𝑋 =
𝑃 𝑋 𝐶𝑖 

𝑃 𝑋 
 (9)  

Computing the value of 𝑃 𝑋 𝐶𝑖  is tedious task 

because it incudes estimation of exponential number 

of joint-probabilities of features. In order to achieve 

appropriate estimation, Naïve Bayes classification 

assumes that class labels and attributes are 

independent in each class. Thus, the Bayes rule can 

be represented defined as: 

𝑃 𝑋 𝐶𝑖 =  𝑃 𝑋𝑖  𝐶 

𝑛

𝑖=1

 (10)  

which shows that we need to compute feature value 

in each class to estimate the conditional probability 

in the features. This helps to reduce the 

computations of joint-probabilities. During training 

phase, the NB classifier learns the patter for each 

class based on their estimated probabilities. 

Similarly, during testing phase, the largest 

probability value of 𝑋𝑖  will be predicted as the 

output class 𝐶𝑖  , given as: 

𝑃 𝐶𝑖 𝑋 ∝ 𝑃 𝐶  𝑃 𝑋𝑖  𝐶 

𝑛

𝑖=1

 (11)  

E. Ensemble classification and majority 

voting  

In this section, we present the combined model of 

decision tree and NB classifier. In order to achieve 

this, first of all, an entropy value need to be defined 

which is used for characterizing the instances in the 

given dataset. Let us assume that we have obtained 𝑆 

number of attribues with 𝑉 different values , then the 

entropy can for different attributes can be defined as:  

𝐸 𝑆 = − 𝑝𝑖 log2 𝑝𝑖 

𝑐

𝑖=1

 (12)  

Further, the reduction in entropy due to partition is 

defined as 

𝐺𝑎𝑖𝑛 𝑆, 𝐴 = 𝐸 𝑆 −  
 𝑆𝑣 

 𝑆 
𝐸 𝑆 

𝑣∈𝑣𝑎𝑙𝑢𝑒  𝐴 

 (13)  

𝑣𝑎𝑙𝑢𝑒 𝐴  denotes the all possible values of 𝐴, 𝑆𝑣  is 

the subset of 𝑆 whose attribute 𝐴 has value 𝑣.Finally, 

a majority voting based combining rule is 

incorporated to select the final values which can be 

given as: 

∆𝑘𝑖 =  
1 𝑖𝑓  𝑃 𝐶𝑖 |𝑋 =

𝐾
max 𝑃 𝐶𝑖  𝑋𝑖 

𝑗 = 1
 

0 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

    (14)  

 

IV. Results And Discussion 

In this section, we present the outcome of proposed 

ensemble classifier to classify the lung cancer. The 

complete experimental study is carried out using 

MATAB simulation tool. The obtained performance 

is compared with existing techniques to show the 

robust performance of proposed approach.  

A. Dataset details  

In this work, we have used two dataset which are 

obtained from UCI dataset repository. These datasets 

are known as 

(a) UCI lung cancer dataset: this dataset 

contains 32 samples with 56 attributes and 1 

class attribute. Three class labels are present 

as type A, type B and type C.  

(b) Thoracic Surgery Dataset: this dataset 

contains the record of patients who have 
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undergone the major lung resection during 

the years 2007-2011.  

 

B. Performance measurement  

The performance of proposed model is measured 

with the help of classifier’s confusion matrix. We 

have considered several parameters such as 

classification accuracy, precision, recall, F1-score, 

sensitivity and specificity. Table 1 show the 

representation of confusion matrix in classification 

models.  

Table 1: Confusion matrix 

 Predicted Negative Predicted Positive 

Actual Negative  TN FP 

Actual Positive FN TP 

Where TN = true negative, TP= true positive, FN= 

false negative, and FP = false positive. 

With the help of this, the classification accuracy can 

be computed as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
 𝑇𝑁 + 𝑇𝑃 

 𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 
 (15)  

Along with accuracy, we have several parameters 

which are used to analyze the robustness of 

classifier.  

Sensitivity: it is the measurement of classifier’s 

ability to classify the patterns in positive class. It can 

be computed as: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
 𝑇𝑃 

 𝑇𝑃 + 𝐹𝑁 
 (16)  

Specificity: it is the measurement of classifier’s 

ability to classify the patterns in negative class. It 

can be computed as: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
 𝑇𝑁 

 𝑇𝑁 + 𝐹𝑃 
  

F-Measure: this is computed with the help of 

precision and recall (sensitivity) where precision is 

given as 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
 𝑇𝑃 

 𝑇𝑃+𝐹𝑃 
 and Recall is 

computed as 𝑅𝑒𝑐𝑎𝑙𝑙 =  
 𝑇𝑃 

 𝑇𝑃+𝐹𝑁 
. With the help of 

these parameters, the F-measure is computed as: 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙 
 (17)  

  

C. Comparative performance for UCI lung 

cancer dataset 

This section presents experimental study for UCI 

lung cancer dataset and obtained performance is 

compared with existing techniques. For this 

experiment, we divide the complete data as 70% 

training and 30% for testing. Below given table 

shows confusion matrix for UCI lung cancer data.  

Table 2: Confusion matrix 
 Predicted Negative Predicted Positive 

Actual Negative  TN (28) FP (1) 

Actual Positive FN (0) TP (3)  

The classification accuracy for this data is obtained 

as 96.8%. Similarly, other statistics parameters are 

obtained. A comparative study with different 

classifiers is preseted in table 3. 

 

Table 3: Comparison of classifiers 

Classifiers Accuracy Precision Recall F-Measure 

Proposed Model 96.87 100 75 85.71429 

Decision Tree [27] 78.33 68.75 70.57 69.65 

Naïve Bayes [27] 85 77.08 79.71 78.37 

Random Forest [27] 79.17 39.15 50 43.91 

Neural Network [27] 71.67 63.18 66.57 64.83 

SVM [27] 79.17 66.07 60.28 63.04 

Gradient Boosted Tree [27] 90 87.82 83.71 85.71 

MLP [27] 78.33 68.75 70.57 69.65 

Majority voting [27] 88.57 84.44 76.57 80.31 

The comparative study is also depicted in below given figure 2 where we have compared the performance of 

each algorithm in terms of F-measure, Recall, precision and accuracy.  
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Figure 2: Comparative performance analysis 

 D. Comparative performance for 

Thoracic Surgery Dataset 
Several existing techniques such as Conjunctive 

Rule Application, Decision Table Application, 

DTNB Application, JRip Application, NNge 

Application, OneR Application, PART Application, 

Ridor Application, and ZeroR Application have been 

reported in [28]. We compare the classification 

accuracy score with these techniques as reported in 

table 4.  

 

Table 4: Comparative performance for Thoracic Surgery Dataset 

 

Correctly Classified 
Instances 

Root Mean Squared 
Error Accuracy 

Conjunctive Rule  399 0.359 84.8936 

Decision Table  397 0.3635 84.4681 

DTNB Application 384 0.3651 81.7021 

JRip Application 398 0.3586 84.6809 

NNge Application 381 0.4362 81.0638 

OneR Application 392 0.4074 83.4043 

PART Application 372 0.4155 79.1489 

Ridor Application 399 0.3887 84.8936 

ZeroR Application 400 0.356 85.1064 

Proposed Model 422 0.215 89.7872 

 

This comparative study shows that proposed 

approach correctly classifies 422 instances out of 

470. Proposed approach achieves 89.78% 

classification accuracy with less root mean squared 

error.  

V. CONCLUSION 

In this work, we have studied about the Lung cancer 

and role of data mining and machine learning to 

detect and classify the cancer. Several classification 

studies have been reported during last decade but   

dimensionality, computational complexity and 

classification accuracy remains challenging task. 

Moreover, missing values and optimal feature 

selection are also considered as important aspects of 

data mining. Hence, in this work, we present KNN 

based missing value imputation and later constructed 

decision tree and Naïve Bayes ensemble 
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classification model with the help of majority voting. 

The performance of proposed approach is measured 

in terms of classification accuracy, precision, recall 

and root mean square error. The comparative study 

shows the proposed approach achieves better 

performance when compared with the existing 

techniques. 
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