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Abstract: 

Crime pattern mining has taken a center stage recently that given many govern-

ments a push to increase its power to reduce the number of crime and to prevent 

another case and also apprehend the criminal. In Malaysia, there is yet any research 

that combines both population and commercial serial crime information to retrieve 

inquisitive patterns. In data mining, the use of machine learning has played a crucial 

part not only in obtaining patterns but also understanding the hidden knowledge 

behind the data. The purpose of this study is to introduce the use of unsupervisedK-

Means algorithm to find groups in serialcommercialcrime obtained from Royal Ma-

laysia Police (RMP) and demographic databasesreceived from National Department 

of Statistics, Malaysia and a set of supervised machine learnings to obtain the best 

accuracy of crime pattern based on types of crime.This study is based on datasets 

from Selangor and Kuala Lumpur with 15857 instances ranging from January 2012 

until June 2014. The results show that K-means clustering able to repopulate the 

crime pattern according to its criminal’s demography with Cluster=11 and 

17441.0within cluster sum of squared errors whereas in supervised learning, Kstar 

gained the highest accuracy rate upto 75.34%. 

 

Keywords: Crime Pattern Mining; Machine Learning; K-Means; Clustering, K- 

Star, Classification 

 

1. Introduction 

Serial Commercial Crime is a growing concern for 

Malaysians. The increasing number of crime in Ma-

laysia had not only taken a toll to the citizens but 

also foreigners. Criminal is getting more gruesome 

nowadays, not only the crime causes the loss of one 

valuables but it also involved the loss of life. Several 

high profile murder cases in Malaysia have made to 

the international news headlines such as the grue-

some murders of Mongolian model [1], Myanmar 

nationals [2] and French tourist in Tioman Island [3]. 

 Surveys conducted by the Performance Manage-

ment and Delivery Unit (PEMANDU) showed that 

crime was the second largest area of concern for the 

people after the economy [4]. Therefore, the Malay-

sian Government has introduced and implemented 

the Reducing Crime NKRA.The Government of Ma-
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laysia has taken several initiatives to combat crime. 

This could be seen by several agenda including the 

one highlighted in our recently Government Trans-

formation Program (GTP). Reducing crime has be-

come one of the National Key Result Areas 

(NKRAs) under Malaysian Government Transfor-

mation Program. Reducing crime has taken number 

one priority after fighting corruption.  Under NKRA 

Reducing Crime, 55 initiatives have been endorsed 

by government to achieve two simultaneous goals: 

to reduce crime in the country and to restore public 

confidence in their own personal safety [4]. 

 One of the most memorable events of the year 

2000 for the data mining community was the “glam-

orous” crime buster news appeared in London’s 

Sunday Telegraph on November 12, 2000. The news 

informed the world that data mining techniques can 

be applied in operational crime fighting. It tells a 

story about how a young crime analyst at Scotland 

Yard, from his office was able to predict by search-

ing data for patterns and later foiled the daring rob-

bers attempt to steal diamonds from the Millenium 

Dome. 

Pattern mining is one of the most popular task in da-

ta mining. Initially it has been used as a market 

basket problem [5], as it has the ability to analyze 

datasets for patterns that could represent the whole 

dataset. Currently, as the dataset evolves into a more 

complex form and the number of data has increases, 

the pattern also changes. These new type of patterns 

is called sophisticated patterns [6]. Due to its com-

plexity, these patterns need to be carefully mined. 

Pattern mining has successfully been applied to a 

various application, ranging from frequent itemset 

mining in transaction databases to frequent pattern 

based clustering and spatiotemporal data mining [7]. 

In the field of law and justice, pattern mining plays 

an important part especially in crime analysis 

process. Bruce et al.[8] had highlighted seven prima-

ry types of crimes. They are series, spree, hot prey, 

hot product, hot spot, hot place and hot setting. Each 

type is distinguished by a clear pattern that later 

helps police force in their tactical response. 

This study is focusing on mining crime pattern and 

possible rules with the use of machine learning for-

modelling the type of crime and its relation with 

demographic and population of the place of crime. 

The paper is structured as follows: literature review 

in section II, materials and methods in section III, 

followed by experimental results in section IV and 

finally conclusion and future work is given in sec-

tion V. 

2. Literature Review 

2.1.Crime and Pattern Mining  

The availability of crime databases led researchers 

and crime analysts to study deeper into the crime 

behavior and thus helps investigation using data 

mining methods. In the past years, several re-

searches had been undertaken in this field of study 

ranging from the used of data mining tools [9], [10], 

analysis of criminal history, social network analysis 

[11], geographical profiling [12] and combination of 

several methods [13]. 

 Chen et al. [9] has applied clustering technique to 

recognize different types of crimes. This technique 

groups data into similar characteristics classes and 

finds boundary within different characteristics 

classes, for example, to identify suspects who con-

duct crimes with similar weapons or distinguish 

among groups belonging to different gangs. A study 

ongeographical profiling [13] to capture the criminal 

by looking at the history of the criminal activities 

and geography analysis on the crime scene. It ap-

plied modified decision tree to gives weightage to 

suspect and Genetic Algorithm to predict the crimi-

nal activities. 

2.2.Current Method in Crime Prevention 

Currently through a system called Police Reporting 

Systems (PRS), participating police stations will plot 

the time, location, victim of incidents upon receiving 

a report. Then these incidents reports are mapped 

into a centralized Geographical Information System 

(GIS) Database hence enabling the Royal Malaysian 
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Police (RMP) to visualize crime incidents nation-

wide and report on hot spots and trends of crime 

[14]. Fig. 1 shows the Standard Operating Procedure 

(SOP) for crime data capturing by enquiry officer 

(EO) and investigation officer (IO). 

 

Fig. 1:Standard Operation Procedure (SOP) for 

crime data capturing and archiving by EO and IO. 

2.3.Supervised and Unsupervised Learning 

Crime pattern mining, predictions or forecasting can 

be developed through both qualitative and quantita-

tive methods but it is notoriously difficult. In [15], 

Yu et. al. categorized crime forecasting techniques 

into three classes which are statistic mapping, 

mathematical modelling, and clustering. Clustering 

is an unsupervised machine learning task. Basically 

machine learning algorithms attempt to extract im-

portant generalized pattern from a given dataset that 

can be translated into important organization tasks 

or strategy. Learning is said to be the mixture be-

tween representation, evaluation and optimization 

[16].Supervised and unsupervised learning are cate-

gorized under machine learning topic. Both methods 

are able to overcome various problems and real 

world applications and had been widely used in 

speech recognition, computer vision, and robot con-

trol and accelerating empirical science [17-19]. Ex-

ample of supervised learning is classification as 

conducted by [20] while clustering is a sample of 

unsupervised learning.The output of a classification 

process is a predicted type of crime based on the ini-

tial training on dataset. Meanwhile theoutput of a 

clustering process is several groups of classes that 

represent similarity among the similar instances and 

high differences among each group[21]. 

 In 2013, Suzilah and Nurulhuda [22] used uni-

variate forecasting technique to identify crime pat-

tern in Kedah from a set of crime data from the 

Royal Malaysia Police (PDRM). Their study con-

cluded and proved a hypothesis that festive seasons 

such as Hari Raya Eidulfitri, TahunBaruCina or 

Deepavali have significant association with the rise 

or fall of crime index. To date, this is one of the 

most important study on crime forecasting from the 

Royal Malaysian Police (PDRM) that we are able to 

find from the literature. However, their finding is 

useful as it supports Yu et. al. [15] statement that 

crime incident is a multi-dimensional complex phe-

nomenon that is closely associated with temporal, 

spatial, societal, and ecological factors. 

 The clustering approach adapted by Kumar is to 

define the geographic boundaries of each spatial 

clusters [23]. With these boundaries, the changing of 

crime densities in a fixed size cluster is considered 

as the crime trend of this particular cluster. Yu [15] 

designs and develops the Cluster-Confidence-Rate-

Boosting (CCRBoost) algorithm to efficiently select 

relevant local spatio-temporal patterns to construct a 

global crime pattern from a training set. This global 

crime pattern is then used for future crime prediction. 

The results show that the proposed CCRBoost algo-

rithm has achieved about 80% on accuracy when 

tested on a data collected from a city in the United 

States. Besides CCRBoost [15], most of crime ana-

lytics researches were not based on Malaysian crime 

dataset. PredPol [24] for example, has not been 

tested on Malaysian crime data. In both statistics and 

soft computing, we need to check our assumptions 

before relying on a model. The “No Free Lunch” 

theorem [25] states that there is no one model that 

works best for every problem. The assumptions of a 

great model for one problem may not hold for an-

other problem. The difference will be stemmed not 

from the data used for the predictions, but from the 
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use of different analytical techniques. Therefore, 

there is a need to research the effectiveness of other 

models and find one that works best for Malaysian 

Police Force. 

3. Material and Methods 

This section describes the datasets, information on 

the attributes. Later, it further discussesaboutdata 

pre-processing phase and machine learning methods 

used in this study. 

3.1. Datasets Description 

This study is based on datasets of apprehended 

criminals from four different areas in Selangor and 

Kuala Lumpur. The four areas chosen were Dang 

Wangi, Klang Utara, Klang Selatan and Kajang. 

These areas were chosen due to the density and 

number of population of the people.Table 1 shows 

the overall dataset and Table 2 shows the detailed 

dataset as below. 

 

Table 1:Overall Dataset Description 

Name of Dataset Apprehend 

Description 
Consist of details pertaining apprehended 

criminals 

Data set characteristics Multivariate 

Attribute characteristics Categorical, Numerical 

Total number of instances 15857 

Number of attributes 10 

 

In this study, the total number of instances is 15857. After the pre-processing steps was carried out, ap-

proximately 14322 clean data is being used. 

Table 2:Detailed Dataset Descriptions 

Name of Dataset Number of Instances 
Percentage of Missing Val-

ues 

Apprehend 1 Klang Selatan 3423 5% 

Apprehend 2 Klang Utara 1496 10% 

Apprehend 3 Kajang 4577 5% 

Apprehend 4 Dang Wangi 6361 4% 

Apprehend 5 Klang Selatan 3423 5% 

 

The dataset of crimes that were obtained only cover-

ing cases from Jan 2012 up until June 2014. It is no-

ticeable thatsome inexistence information during the 

month of March and April 2012. Moreover, there are 

also missing values that mostly occurred in the 

Umur or age attribute. 

3.2. Attributes Information 

About 10 attributes provided by apprehended serial 

commercial crime database. Type of crimes are 

Murder(bunuh), Rape (rogol), Snatch (Ragut), Mo-

torbike Theft (Curimotosikal), robbery with weapon 

(Rompakanbersenjata), robbery without weapon 

(Rompakantanpasenjata), night house broken (pe-

cahrumahmalam) and day house broken (pecahru-

mahsiang).Table 3 shows the detailed description on 

each attributes. Understanding of each attribute will 

be helpful in order to get the maximized accuracy 

during the machine learning phase later on. 
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Table 3:Detailed Dataset Descriptions of Serial 

Commercial Crime 

 

3.3. Experimental Process Flow 

The experiment is divided into two main phases as 

shown in Fig. 3 and 5 respectively. The first phase is 

mainly the preprocessing steps and the second phase 

is the machine learning steps. 

 

Fig. 3:Data Pre-processing Steps 

Initially, the pre-processing step was conducted 

manually using Microsoft Excel. Fig. 3 illustrates 

the detail procedure. This is done for eliminating 

redundant data. Then, data is re-group into more 

general type of groups. For example, in Fig. 4, for 

the attribute TarikhKes or date of case, using the 

concept hierarchy, we divide the date into year and 

month. The same concept was also applied to the 

attribute Warganegara and Bangsa. 

 

Fig. 4:Concept Hierarchy for attribute TarikhKes 

Then, the dataset will be further generalized by ca-

tegorizing the atributeUmur.  Table 4 depicts the 

new group of instances used. 

Table 4:Detailed Dataset Descriptions 

New 

Group of 

Instances 

Instances 

Name 

< 15 Kids 

15 - 20 Teens 

21 – 30 Young 

31 – 40 Adult 

41 – 50 Old 

> 50 Pensioner 

 

After performing data transformation, the last step is 

to check further on its inconsistencies. Similarly, 

this time consuming step is performed manually. 

Then, the overall distribution of a cleaned data is 

then captured and analysed.Before undergoing to the 

next phase, the cleaned data will need to be filtered. 

WEKA software was used to filter the clean data 

before undergoing the machine learning phase. 

 Initially,about four separate datasets are com-

bined into one main databasethe clean dataset. Then, 

supervised filtering techniques are applied to resam-
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ple and further reduce the number of instances. In 

data sampling, we applied 40% until 90% random 

samplingfrom the whole set of cleaned data. 

 

Fig. 5:Training and testing data are divided using 

unsupervisedand supervised machine learning me-

thods and splitting percentage in the classification 

phase. 

Next, missing values are replaced using unsuper-

vised filtering techniques namelymean and mode 

filtering. Once the filtered dataset isfully trans-

formed, machine learning phase is activated. Fig. 5 

shows the work flow used in the second phase.The 

process starts with the splitting of the whole trans-

formed data into training and testing dataset. Con-

sidering a strong tool for analysis, association 

method aims to investigate the crime pattern in hop-

ing to find regularities [5].The data were then 

trained on both supervised and unsupervised learn-

ing algorithm such as decision table, lazy classifier, 

decision trees and K-means clustering.  

3.4. K-Means Clustering 

Clustering techniques had been used by several re-

searchers for analysis and modelling [19-21]. In this 

research, clustering is used to group the serial com-

mercial criminal and population attributes (d points) 

into group, κthat could represent object or a specific 

type of crime. 

 

Start 

Step 1: Consider κ points to be clustered. This 

will be the initial centroids. 

Step 2: Each objectis assigned to the group, κ that 

is most similar to the centroid. 

Step 3: The positions of κ centroids are recalcu-

lated after all objects, d have been assigned. 

Step 4: Reiterate steps 2 and 3, τ until no other 

distinguished centroid can be found. 

End 

Advantages of K-means clustering are fast, robust 

and easy to understand. Its complexity could be cal-

culated as follows: 

𝛰(𝜏𝜅𝜂𝑑) (1) 

 

whereη is number of objects, κ is number of clusters, 

d is number of dimension of each object, and τ  is 

the number of iterations. Normally, κ, τ, d <<η. 

3.4. K-Star Classification 

K-Star is a simple, instance based classifier, similar 

to K-Nearest Neighbor (K-NN). New serial com-

mercial crime and population data instances, x, are 

assigned to the class that occurs most frequently 

amongst the k-nearest data type of crime points, 𝒚𝒋, 

where j = 1, 2…k, k=Entropic distance is then used 

to retrieve the most similar instances from the data 

set. The K* function can be calculated as: 

 

𝑲 ∗ (𝒚𝒋, 𝒙) =

−𝒍𝒏𝑷 ∗ (𝒚𝒋, 𝒙)                                                             (2) 

 

where 𝑷 ∗ is the probability of all transformational 

paths from instance x to y. In order to do a category 

prediction, the probability of an instance a being in 

category C is calculated by summing the probabili-

ties from a to each instance from serial commercial 

crime and population that is a member of C 

 

𝑷 ∗ (𝒄|𝒂) = 𝜮𝒃𝝐𝒄𝑷 × ( 𝒃|𝒂)                                                        

(3)   

 

The probabilities for each category are calculated. 

The relative probabilities obtained give an estimate 
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of the category distribution at the point of the in-

stance space represented by a. The category with the 

highest probability will be chosen as the classifica-

tion of the new instance. 

4. Experimental Result 

We divide this section into three parts. It begins with 

an Analysis on Serial Commercial Crime Versus 

Population Analysis, and followed by Serial Com-

mercial Crime using K-means Clustering and Su-

pervised Learning subsequently.  

4.1 Serial Commercial Crime versus Population 

Analysis 

Table 5 and Fig. 6 shows the initial result of the 

clean dataset belonging to the four databases. 

Table 5:Overall Distribution of Crime among Dis-

tricts 

 
 

The dataset is distributed normally from 

2012 up to 2014. The highest number of crime could 

be seen in Area Dang Wangi district, while the low-

est numbers of crime are shown by Area Klang Uta-

ra. Please take note that the cases in 2014 only cov-

ers till the month of June.Table 6 tabulates detail 

total number of crime cases pertaining to its types of 

crime and districts. Type of crimes are Mur-

der(bunuh), Rape (rogol), Snatch (Ragut), Motor-

bike Theft (Curimotosikal), armed robbery (Rompa-

kanbersenjata), unarmed robbery (Rompakantanpa-

senjata), night house broken (pecahrumahmalam) 

and day house broken (pecahrumahsiang). RPM di-

vides district according to Kajang, klang Utara, 

Klang Selatan, and Dang Wangi. Furthermore, the 

number of apprehended criminals seem to higher in 

Kajang compared to Klang Utara danKlang Selatan. 

Apart from that, it is notable that motorbike theft 

and robbery without weapon have shown a signifi-

cant increment in the Kajang and followed by dang 

Wangi and Klang Selatan.  

On the other hand, Table 7 is the total of 

population reported from Department of Statistics 

(DOS), Malaysia and the percentage of crimes ac-

cording to its demographics and districts. Here, DOS 

reported only three districts Kajang, Klang Utara 

and Klang Selatan. Unlike PDRM statistics, we can 

observe that Klang Selatan has higher population 

compared to Kajang and Klang Utara. Table 8 sum-

marizes the percentage of serial commercial crime 

among total number of population. It is noticeable 

that Kajang has also shown the highest rate of serial 

commercial crime approximately 1.25% compared 

to other districts.Stealing, Unarmed roberry, and-

Night house broken are showing significant occur-

rence rate ascendingly with 0.388%, 0.340% and 

0.222% in between year 2012 and 2014. Besides 

that, armed roberry type of crime is the only district 

recorded on apprehended criminals with the percen-

tage of crime rate over population merely 0.222%.  
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Fig. 6: Distribution of Crime Cases 

Table 6:Serial Commercial Crime Statistic of the Chosen Districts 

 
 

Table 7: Detail demography versus total of population obtained source from Department of Statistics, Ma-

laysia. 
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Table 8: Percentage of total serial commercial crime and total number of populations 

 

4.2 Serial Commercial Crime using K-means Clustering 

Here are some of the preliminary results obtained after the su-

pervised and unsupervised learning process.For the unsuper-

vised learning, K-means clustering technique is chosen due to 

the fact that crime usually varies in nature and changes over 

time. We conductseveral experiments starting from 2 to 11 

clusters as shown in table9. Table 10shows the output of K-

means algorithm based on 4, 8 and 11 clusters respectively. 

Each cluster represents a pattern and the number of cases 

groups belongs to respective cluster. The dataset is divided into 

66% training and the rest is for testing.  

 Table 10 depicts the experiment output based on 6527 in-

stances during testing, while table 9, shows some samples of 

output based on 4, 8 and 11 clusters. The numbers of clusters 

are chosen randomly. From table 10(a) is there are four clusters 

that represent four types of crime with its possible attributes 

that link to it. In Table 10(b), motorcycle thefts were mostly 

Malay male and could be either at the age group of 15 to 30 

years old. On the other hand, Table 10(c) shows that snatch 

theft category is usually committed by a noncitizen age around 

31 to 40 years old.Additional, from this clustering results, we 

may also conclude that type of serial commercial crime are 

seasonal occurrence. For example, gang robbery type of crime 

is usually appearing or occuring during January, May and Oc-

tober.  On top of that, Stealing motorbike is common activity 

during May and June (mid-year school holiday season) that 

had been committed among the adults or teen criminals.  

Therefore, the police as well community should able to plan 

better and adaptive crime prevention activities according to 

those season.  

Table 9:Results after applying K-Means Clustering Algorithm 

onto Commercial Crime Datasets 

Number of Clus-

ter 
Iteration s 

Within cluster sum 

of squared errors 

2 3 28424.0 

3 4 22886.0 

4 4 22532.0 

5 3 22356.0 

6 3 22176.0 

7 3 20752.0 

 Total 

Population  

Total 

crime 

case 

Murder Rape Snatch Steal Armed 

Robbery 

Unarmed 

Roberry 

Night 

Broken 

House 

Day 

Broken 

House 

Kajang 342,657 4288 89 134 67 1330 70 1167 762 310 

Percentage  1.25% 0.025% 0.039% 0.02% 0.388% 0.204% 0.34% 0.222% 0.094% 

Klang 

Utara 

273,439 1287 39 25 12 443 0 354 164 37 

Percentage  0.47% 0.0143% 0.00037% 0.004% 0.162% 0 0.129%   

Klang Se-

latan 

568,707 2646 47 66 42 885 0 622 569 160 

Percentage  0.47% 0.0082% 0.012% 0.01% 0.16% 0 0.11% 0.1% 0.03% 
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8 3 20362.0 

9 3 20251.0 

10 4 17902.0 

11 3 17441.0 

Table 10:Result of K-Means Clustering for (a) 4, (b) 8 and (c) 

11 number of cluster respectively 

(a) 

 

(b) 

 
 

(c) 

 

4.3 Serial Commercial Crime using Supervised Clustering 

Apart from clustering approach, we also conducted classifica-

tion train and test using K-Star, Random Forest, and Random 

Tree, J48,RepTree, Bayesian Net, IBK, and Decision Table by 

using contingent district, police office, month, gender, races, 

age as the attribute or features to predict or classify the types of 

offence as the target value.  Here, we test on split-percentage 

from 95%-5% until 10%-90%. We observe that split percen-

tage of 80:20 is sufficient to achieve optimal learning model. 

 Figure 7 depicts the initial accuracy of KStar Algorithm, 

one of the classification methods that have been applied. De-

tails on the classification results could be referredto Appendix 

A.1.At this preliminarystage of research, the highest accuracy 

obtained currently is using K-Star lazy classifier. This classifi-

er has had very good results handling missing values, smooth-

ness problems and coping with mixed values. Both Random 

forest and Random tree achieve acceptable scores which are 

slightly below K-Star. Additionally, this analysis shows that 

those >70% of accuracy are prominent and distinctive crime 

pattern that can be associated and correlated with demographic 

or population factors. Therefore, further and strategic plans on 

combating crime are able to drive better and generic crime pre-

vention activities such as smart crime free community partner-

ship or to uphold better zero-crime policy in relation to demo-

graphic factors or attributes. The rest 30% cases in which less 

correlated may be independent in which the law authorities and 

officers able to handle them according to personalized combat-

ing plan.  

 

Fig. 7:Graph of K-Star Accuracy Algorithm 

5. Conclusion  

This study had paid an extra focus on pre-processing phase due 

to the importance of a clean and accurate data in pattern min-

ing. Therigorous experimental results are presented. We can 

conclude that K*Star classification method achieve higher 

scores compared to J48, Decision table, and, Random forest 

and Random Tree. This is an iterative process to find the best 

solution. As conclusion, having accurate dataset will help in 

obtaining an output that is useful and meaningful. The results 

of this study will be further improved by adding the demo-

graphic and statistic information to the current crime dataset. 
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Appendix A 

Table A.1:Result of Classification using KStar Lazy Classifier Algorithm 

 

Table A.2:Result of Classification using J48 Algorithm 

 

Table A.3:Result of Classification using Decision Table Algorithm 

 

 

Table A.4:Overall Result of all the Supervised Learning Classification Algorithms 
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