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Abstract 

Real time applications encompasses with streaming data which comes in huge 

volume  and at high speed. In recent years, data has become one of the most 

important features of any organization for its progression.  Most of the 

organizations  are turning into accomplishing real time data analytics  to get the 

speedy outcome  using existing  digital  data  generated every day. But building a 

predictive model for any real time data is a more challenging one  which attracts 

the attention of most of the Researchers, Academicians and Industrial Persons. 

The objective of this study is to design a common framework to  show  various 

pathways  in handling  streaming data which can be used to identify the challenges 

and solving techniques by the streaming research community. This general 

framework  illustrates several existing streaming data attaining sources, challenges 

and  classification algorithms in handling streaming data. It also comprises some 

of the  available platforms, performance metrics and applications using streaming 

data. 
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1  INTRODUCTION 

           Streaming data analytics or real time analytics 

is an exclusive type of Big Data analytics, where real 

time data elements are processed and significant 

insights will be delivered instantaneously in their 

arriving order[1]. Hence most of the organizations 

are turning towards  streaming data analytics to 

identify the  probable outcome immediately [2].  

Due to continuous, unbounded and rapid speed of 

streaming data, there is not sufficient amount of 

storage to store the entire data and multiple scanning 

of data stream is not possible and hence  the 

traditional analytics algorithms are not suitable to 

process data stream [3]. This unbounded storage and 

rapid speed of  data stream  causes, the  growing 

need of  novel analytical  techniques  for  streaming 

data [4]. 

             A framework is a model, designed to outline 

an analyst’s logical thinking in a systematic manner 

which guides and facilitates understanding of the 

problem [5].  In this survey paper several approaches 

handled by the data stream researchers are analyzed 

and a general framework is designed to illustrate   

various pathways in handling   streaming data which 

can be used to identify the challenges and solving 

techniques by the streaming research community. 

This general framework starts with frequently used 

ways to collect streaming data and ends with 

performance metrics of the built model. It also 

covers some of the research issues of streaming data, 
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classification techniques used by the researchers to 

solve the problems of data stream. Besides that it 

also figures out  some of the existing open source 

analytical tools to process data stream. Because if  

the captured data is not processed in a certain 

amount of time it’s value will be lost  and hence data 

stream needs additional attention in usage of  

appropriate tools [6]. Finally  a comparative study is 

preformed for various applications of streaming data 

analytics along with it’s data sources generated and  

platforms.  

This survey paper commences  with Introduction in 

section 1 and in section 2 a general framework is 

illustrated with neat diagrammatical representation. 

Various components of the framework like Data 

sources, Key issues, Classification algorithms, 

Performance metrics and  tools  in handling 

streaming data   are discussed. In Section 3 a relative 

study of several applications using streaming data is 

illustrated. Finally section 4 ends with conclusion. 

2 GENERAL FRAMEWORK FOR STREAMING DATA 

ANALYTICS 

A methodical study and review is performed by 

considering several research papers published by 

several  streaming data researchers and a general 

Frame Work is designed. This general framework is 

shown in Fig 1. that covers  different aspects of 

streaming data which is helpful in understanding  

streaming data for further research work. The Frame 

work consists of  several Streaming  Data sources,  

Issues, Technical solutions, Performance Metrics, 

Platforms to handle streaming data.  

 

2.1 Data Source 

Data streaming is a  process of sending data records 

continuously. From the survey it is found that most 

of the streaming data researchers used the data from 

social network  [7,8], sensors [9],[10],[11], log files 

generated using web applications[12],[13], Mobile 

Applications[14] , information from social networks 

[15],[16], synthetic data (or) data generated from the 

artificial environment [17],[18],[19]. 

 

Fig 1. General Frame for Streaming Data Analytics 

 

2.2 Challenges  Of   Real Time Streaming Data  

This section involves various key challenges   

resolved by several Researchers , Academicians and 

Industrialists  using streaming data.    

2.2.1 Pre processing  

The collected streaming data from various sources 

have to be pre-processed effectively before passing 

the data to the analytics phase. The raw data may 

have NULL values, duplicate values and erroneous 

values. If this uncleaned data is sent to the analytics 

phase we may not get the accurate result in 

prediction. Hence suitable  Machine learning 

algorithms are  needed  in  pre-processing techniques 

in order to remove  NULL values, incomplete data, 

erroneous and outlier data [20].  While cleaning 

streaming  data  one  should be aware not to remove 

any  useful information which  is an another key 

challenge. The author Jayaram Hariharakrishnan et 

al., suggested it is also possible  to automatically 

generate the right metadata to define what data is 
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recorded,  how it is recorded and measured, location 

of the data generated which will be used for further 

analytics phase [21].   

2.2.2 Analytics Modelling 

Analytics modelling is used to empower the decision 

making of any organization to progress in a success 

way. Using this analytics model, the hidden 

information that hide in raw data is bringing out 

either in the form of graphical report or data 

visualization. Hence it is another great challenge to 

build the analytics model  based on the requirement 

of the end user which may be of Descriptive, 

Prescriptive or Predictive [22]. Most of the work 

done so far were offline based or static based  where 

the entire data is stored and processed later.  

Mahnoosh Kholghi  et al., proposed an analytical 

tool to get streaming  data  through  on line which 

hits from various resources at every second with 

higher speed [23]. Privacy and Security is another  

sensitive challenge with streaming data which deals 

with the basic rights of an organization or an 

individual. An organization or an individual has to 

decide what data can be shared with third parties and 

what data to be maintained with privacy and security 

[24].  In order to enhance the business, the personal 

details of an individual is collected by the business 

organization through web page to infer new 

knowledge about the customer regarding their 

buying ability, product demand and sales. The 

information collecting organization may store the 

customer’s personal data in their private storage or 

cloud storage. If  no proper security is provided in 

the cloud storage the private data of a customer may 

be stolen   by a third party.  It is a big challenging   

factor to maintain the personal data of an 

organization or individual [25]. So it is necessary to 

implement appropriate privacy and security to the 

big data, otherwise it may lead to the failure of the 

technology implementation and some unpleasant 

results. 

 

 

2.2.4  Bounded Storage   

It is not possible to  store the entire streaming data 

set in main memory or on disk and the data set is 

scanned only  once [26]. So  the   traditional storage 

techniques cannot be used for streaming data 

storage. Hence in some cases  the  summaries of data 

stream can be considered and stored. Some of the 

authors  developed new   summarisation technique 

for the stream to produce  approximate  solutions 

[27].  

2.2.5 Processing speed 

The processing speed of any algorithm depends on  

the arrival time and the incoming data and finding 

correlation among  the incoming data streams and 

processing algorithm  is another key issue in 

streaming data. Because the data distribution in 

streaming data changes over time and the built 

predictive model is not suitable for the upcoming 

data stream. The authors Supun  Kamburugamuve  

and Michael Hahsler   proposed  predictive 

algorithm  which is  adaptable  to the rapid speed of  

streaming data [28],[29].  

2.3  Classification Algorithms in handling 

streaming data  

This section illustrates several  classification 

algorithm used by the existing researchers to propose 

a solution in handling streaming data. 

2.3.1 Decision Tree 

Most of the authors [30],[31],[32] used decision tree 

to handle streaming data in their research work. 

A decision tree is a graphical illustration of probable 

solutions to a decision based on some condition 

which starts from the  root node and  branches down  

to the  number of solutions like a tree. Decision trees 

are non-parametric, sensitive  to the outliers. It 

learns by recursively replaces the leaves by applying 

heuristics measures. 

2.3.2 Artificial Neural Network(ANN) 

Tomoyasu Takata [33] and Zeineb Hammami  et 

al.[34], used  artificial neural network in their 
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research work. Artificial Neural Network  is an 

interconnected collection of nodes, similar  to the  

network of neurons in  human brain. Each  node 

represents an artificial neuron and an arrow 

represents a connection from the output of one 

artificial neuron to the input of another. ANN is a 

non linear and non parametric model and it learns  

by  applying gradient descent procedure on newly 

arriving streaming  data.  

2.3.3 K Nearest  Neighbors (KNN) 

KNN or K - Nearest Neighbours, is one of the 

simplest Supervised  Machine Learning algorithm 

used for both classification and regression predictive 

problems. KNN is a non parametric technique, used 

for classification and regression. It uses k, which is 

the number of its nearest neighbours, to classify data 

to its group membership. Since  it  stores the data 

only at training time, it is also denoted by Lazy 

leaners .[35],[36]. 

2.3.4 Support Vector Machine (SVM) 

Isah A  Lawala,Salihu  et al [ 37] , Pranamita 

Nanda,B et al. [38]  

used Support Vector Machine which can   perform 

both linear  and non linear  data set. Linear SVMs 

can be trained more quickly, but they are less 

accurate than non-linear approaches. 

2.3.5 Naïve Bayes(NB) 

It is a  parametric, incremental classification 

technique based on Bayes’ Theorem with an 

assumption of independence among predictors. The 

major drawback  is it is also  known as a bad 

estimator  and finding fully independent predictors is 

very difficult to achieve  in real  life[39]. 

2.3.6 Ensemble Approach Algorithms 

The authors Leandro L. Minku et al., [40], Joao 

Gama [41] and Parneeta Sidhu, M   used Ensemble 

approaches by combining    the above mentioned 

base  learner  algorithms in order to improve the 

accuracy of the prediction. 

In Table 1 the basic classification algorithms are 

presented with  its Merits and Demerits  of the 

algorithms. 

TABLE 1 

Comparison of Classification Algorithms For 

Streaming Data 

 
2.4 Performance Metrics 

Most of the streaming data  researchers used  

Prediction Accuracy ,Kappa, Error rate , Memory 

Usage, Recall rate , Scalability [43],[44],[45],[46] in 

order  to measure their proposed algorithm and to 

compare with the existing algorithm. 

2.5. Streaming Data Platforms   

This section  illustrates   some of the tools  to  

process on line data  and it’s comparative study  

which has been tabulated in Table 2.   

2. 5.1 Hadoop Map Reduce  

Hadoop MapReduce is a framework for processing 

large amount of data which has Hadoop Distributed 

File System(HDFS)  to store more volume of  data. 

It also provides fault tolerance by keeping 

replication of data[47]. The Master job tracker 

receives the incoming task and allotted the job to the 

slave tasks. Since it needs all data at the beginning, it 

can only be used for stored batch process. It takes 

https://en.wikipedia.org/wiki/Neuron
https://en.wikipedia.org/wiki/Brain
https://en.wikipedia.org/wiki/Artificial_neuron
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extra  time to read and write any operation since it 

keeps the intermediate result in hard disk.  

2.5.2 Apache Spark  

Apache Spark can perform  both stored  data  as well 

as on line data [49]. The intermediate result is stored  

using    Resilient Distributed Dataset (RDD) 

abstraction [50] which  increases processing 

performance of Spark  [51]. It supports both  

Clustering and Classification algorithms  to extract 

features from the data set.   

2.5.3 Apache Storm 

Apache  Storm  performs the task in parallel to 

speed up the process [53]. It uses HDFS file system 

for the distributed operations. The  workflow is 

defined with the help of  Directed Acyclic Graphs 

(DAG’s) by using Marathon framework. [54]. 

 2.5.4 Massive On line Analytics (MOA) Frame 

Work 

MOA (Massive On line Analysis) is especially 

developed for  data stream that includes algorithms, 

evaluation tools  and  artificial data producers. Most 

of the authors used MOA frame work  due  to it’s 

ease of usage[55]. 

3.   Applications of  Streaming Data Analytics 

       Hassan Nazeer et al.[56], proposed   a real-time 

text processing pipeline using open-source big data 

tools which minimize the latency to perform sentiment 

analytics for twitter data gathered through  Twitter 

streaming API. The author used Apache Kafka for data 

ingestion system  and Apache Cassandra for persistent 

distributed storage. 

 

  

Adnan Akbar et al.[57],  proposed an  architecture to 

predict the complex pattern of real time events  

generate from IoT called Complex Event Processing 

(CEP). The Proposed  prediction model utilizes 

moving window of data for training the model using  

adaptive prediction algorithm called Adaptive 

Moving Window Regression (AMWR) for dynamic 

IoT data.   

Balaji,S et al [58] Proposed Artemis Cloud 

framework, an extension of  Artimis Big data on line 

health analytics frame work  which  was deployed in 

NICU at SickKids Hospital in Toronto in August 

2009. The proposed framework is a remote real time 

patient monitoring using  low resource settings, and 

used android device for data visualization targeted 

for a small unit  NICU/PICU set up in India. The 

author derived heart rate value from 

electrocardiogram signal and pulse rate from 

plethysmography waves where each peak 

corresponds to  one heart beat.  Thanga prasad.S et 

al., [59] Proposed  a framework for the benefit of  

TABLE 2 

COMPARISON OF STREAMING DATA 

PLATFORMS  

 

 

https://github.com/mesosphere/marathon
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Diabetic patients. The author used Electronic demo 

tool for data collection and Hadoop map reduce tool 

for data processing. The author proposed  a web 

interface to analyse patients health by collecting  

HER  records, stored in HBASE  and processed by 

Hadoop frame work.  Data is accessed by HDFS and 

queries executed by HIVE. 

Basil Shaik et al., [60] proposed  a web interface to 

analyze health records using Hadoop environment 

and M.R.Bendre et al., [61] developed a predictive 

model using Linear Regression algorithm, a 

supervised machine learning technique  to predict 

about Temperature and Rainfall. They implemented 

Hadoop Map reduce  programming environment  to 

find the  mean values and to  increase the speed of 

execution. Google File  System(GFS) was used to 

distribute the data over  network. The model predicts 

rainfall and temperature values for the year 2013 and 

also compared actual and predicted values to 

minimize the error. 

K. L. Ponce-Guevara et al.[ 62]  Proposed a software 

tool / interface  GreenFarm-DM developed  a 

predictive model  to predict about  soil moisture and 

to optimize water usage. Suhas Athani et al,[ 63],  

proposed a project work in which he  collects data 

from soil moisture sensor  connected to a Arduino 

and  the output is connected with android application 

using wifi shield. The collected data is processed by 

neural network algorithm for the correction factors . 

these output values are shown to the farmers through 

their mobile phones.   

RabiaLatif, HaiderAbbasv  et al., [64]  proposed a 

model to classify the traffic in the network using 

decision tree and he implemented the research using 

MOA framework Bobin K. Sunny et al., [65]  

Proposed a Predicting and Recommending TV 

channel to the viewers  based on their viewers past 

history profile, the system identifies the most 

appropriate channel to the user. The author used  the 

combination of Logic Regression with Stochastic 

Gradient Descent for training process and self 

adaption techniques  to set the tuning factor for the 

new user and they used  Spark streaming and 

Lambda Architecture for the analytics process. 

Implementation  of Spark streaming  and the 

regression algorithm is not clearly described. For the 

new user, the system recommends less accurate 

prediction. More memory and computation 

complexity due to the storage of millions of viewers 

individual profile  for the channel .recommendation 

Kazem Fathi et al [66]  combined decision tree and 

KNN to find the intrusion  and  Kalpesh Adhatrao et 

al.,  [67] used decision tree to predict the students 

performance, Simon Fong, et al., [68] used MOA 

framework and Decision tree algorithm to analyze 

ECG and EEG signals. 

      The above discussed applications are compared and 

tabulated in Table 3 by considering Tools, 

Algorithms and source data taken.  

 

 

 

TABLE 3 

COMPARISON OF STREAMING DATA 

APPLICATIONS  
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5  4.  Conclusion  

In this survey paper a general framework for 

streaming data is designed to illustrate various 

pathways  in handling   streaming data which can be 

used to identify the challenges and solving 

techniques by the streaming research community. 

This general framework comprises of several data 

source collection methods and focusses some of the 

research issues, classification algorithms used by the 

researchers to solve the problems of data stream. 

Besides that it also figures out some of the existing 

open source analytical tools to process data stream. 

Finally various applications of streaming data 

analytics is analyzed and reviewed with a 

comparative study.  
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