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Abstract 

This paper aims to model the entities of a Doubly Fed Induction Generator 

(DFIG) based Wind Turbine (WT), to design and then synthesize the 

command part using the Backstepping algorithm with integral action 

(IBS).  The main rule of this method is to take some state variables as 

virtual controls, then to design an intermediate controller. It consists in 

controlling the BTB converters so as to master the active and reactive 

exchange of power with the undisturbed utility grid, and this in the case 

where the maximum power available in the wind is harvested (MPPT 

control) and also in case this harvesting is limited to the rated power 

conversion chain (Pitch Control). In order to evaluate the performance of 

the designed controller by the IBS algorithm, a series of simulations is 

carried in the MATLAB / SIMULINK. A comparative study with 

conventional PI regulators is evoked. 
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I. Introduction 

In recent years, traditional sources have failed to 

over-come the global energy need. This is due to 

the incessant increase in demand but especially to 

the rerouting of natural resources and also the new 

strict regulations imposed on these plants. To 

achieve sustainable devel-opment, the promotion of 

renewable energy (RE) pene-tration into electrical 

systems was considered a crucial solution [1-4]. As 

RE's representative, wind energy has grown the 

fastest and cumulative installed capacity of wind 

generators worldwide could exceed 800 GW by 

2021 [5-6]. 

Among the different types of wind energy 

conversion systems (WECSs), those based on the 

doubly feed in-duction generator (DFIG) are widely 

used thus dominat-ing the largest proportion of the 

market. and this thanks to their wide speed range, 

their independent control of active and reactive 

power and their lower power of the excitation 

converter occupies instead [6-7]. In a DFIG-based 

WECSs as shown in Fig. 1 [8-9], the stator is di-

rectly connected to the utility grid while the rotor is 

con-nected to the grid via a back-to-back 

bidirectional con-verter (BTB): rotor converter 

(RSC) and grid converter (GSC). This bidirectional 

BTB converter controls the appropriate amount 

(dictated by the wind farm supervi-sor) of active 
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and reactive power injection at the point of 

common coupling (PCC) while maintaining a con-

stant DC link voltage during stationary and 

transient regime conditions of the WECS based on 

DFIG connect-ed to the utility grid [4], [7-8]. 

Due to their simplicities, linear control based on the 

sta-tor voltage-oriented control (SVOC) strategies 

are used to master DFIG-based WECS at its normal 

production or in its contribution to the systems 

services (e.g. frequency setting, FRT capability, ...) 

[9-12]. But as these control-lers are designed from 

linearized DFIG-base WECS models, they will 

eventually suffer from parametric and non-linear 

variations of the system and also from the change 

of the operating point. The DFIG-based WECS 

have some nonlinearities, the main ones being the 

varia-tions of the wind speed which are always 

nonlinear, the electromagnetic torque which is a 

nonlinear function of the rotor and stator currents 

[8]. Subsequently, nonlinear controllers based on 

different nonlinear control tech-niques are 

mobilized (e.g. sliding mode [13], Active Dis-

turbance Rejection Control [7,14], Feedback 

lineariza-tion [15], Backstepping [3,16], …) 

because the design process of these controllers 

doesn’t depend on the oper-ating points. 

The Sliding Mode (SM) strategy offers robustness 

against nonlinearities and external disturbances. In 

[13], the SM algorithm is used for the RSC, while a 

classical PI controller is employed to control GSC. 

Although the SM controller is robust with a quicker 

convergence rate, these controllers usually pose the 

following problem: the chattering phenomenon 

which could motivate the un-modeled dynamics 

and the choice of a generalized slid-ing surface 

varying in time with the wind speed profile. 

In [7] and [14] the chain is controlled by a recent 

type of non-linear controller called Active 

Disturbance Rejection Control (ADRC) which gave 

very satisfactory results in terms of robustness 

especially with respect to parametric variations, but 

the authors of [7] were limited to com-mand only 

the RSC and the MPPT strategy, and in [14] the 

pitch control is not processed. 

In [15] the DFIG-based WECS controllers are 

designed using feedback linearization strategy 

(FBL) in order to improve transient performance. 

For its successful im-plementation the FBL 

controller requires precise and accurate parametric 

information about the system. In addition, when 

designing the controller, the FBL method cancels 

some useful nonlinearities of the system. 

The Backstepping (BS) technique uses all 

nonlinearities during the controller design process 

and thus improves system performance [7]. The 

basic form of BS method is used to synthetize the 

RSC and MPPT controllers in [3], it showed good 

quality of tracking, regulation and rejection of all 

disturbances but it suffers from a perma-nent static 

error during the regulation. In [16] present a BS 

technique to control two power converters RSC and 

GSC but without any interest in controlling the 

system for wind speeds higher than rated speed. 

[17] used adap-tive Backstepping method to harvest 

the MPP of a DFIG-based WECS. This controller 

avoids the wind speed sensor in the MPPT 

algorithm. The results visibly show the control 

effectiveness against the wind speed variations and 

parametric deviations. 

Backstepping is a method that recursively 

constructs, in a systematic and direct way, the 

control law, adaptive dynamics and Lyapunov 

function that ensure the over-all stability of the 

control subject system. The Backstep-ping 

controller can achieve tracking and stabilization 

objectives because it is a recursively-based 

controller that divides a complete system into 

lower-order systems. it avoids canceling the useful 

non-linearities. The main idea of BS technique is to 

derive a controller recursively and move away from 

the subsystem gradually, ensuring stability for each 

stage until the last step [18]. various practical 

aspects of Backstepping are considered and changes 

are made to make it usable on real processes. 

Among these improvements are cited Backstepping 

with filter of unavoidable measurement noise 

affecting the measured quantities, and Backstepping 
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with integral action to cancel the effect of 

disturbances at zero aver-age [16], [18-19]. 

The contribution of this paper is the design and 

testing of the nonlinear integral Backstepping 

method applied to the DFIG-based WECS in their 

two command levels. Subsequently, IBS scheme is 

used to design the MPPT algorithm by optimal tip 

speed ratio (OTSR), RSC - GSC controllers with 

the purpose of regulating the power at the PCC. The 

pitch control is provided by the classical PI 

controller. For these, the dynamic models of all the 

enti-ties making up the system of Figure 1 are 

established. and through simulation tests of the 

designed and synthe-sized controllers we prove that 

the IBS method can in-crease the system robustness 

towards external disturb-ances and system 

parameter changes. 

 
Fig 1: Wind Turbine controlled by Integral 

Backstepping technique. 

 

This paper is structured in six sections: An 

introduction in section 1. Section 2 provides the 

model of DFIG-based WECS. Section 3 presents 

the IBS algorithm based on the Lyapunov stability 

technique. Section 4 presents the design of all 

controllers. Section 5 will be reserved to the 

simulation results under the MATLAB / Simulink 

and their interpretations. The main conclusions of 

this work are presented in the final section. 

 

 

II. Modeling the DFIG-based WECS 

The topology of the DFIG-based WECS connected 

to the utility grid subject of modeling is showed in 

Fig1 At first, we will establish the aerodynamic 

model of the turbine. Then, the model of the 

mechanical transmission. Finally, we model the 

electrical part of the chain of which we will model 

the DFIG, the converters RSC and GSC, DC Link, 

and the harmonic filter. 

1. Model of the Turbine 

The wind speed vw, applied to the blades of the 

wind turbine, causes its rotation and subsequently a 

mechanical power is created on the shaft of the 

turbine, noted Pt, expressed by 

𝑃𝑡 = 0.5𝐶𝑝 , 𝛽 𝜌𝑆𝑣𝑤
3  (1) 

Where λ is defined by: 

 =
𝑅𝑡

𝑣𝑤
 (2) 

With ρ, S, λ, Ωt, and R are the air density (~1,225 

kg/m
3
), Tip Speed Ratio (TSR) which is the ratio 

between the linear velocity at the end of the blades 

and the wind speed, the surface swept by the 

turbine, Turbine rotation speed, and the turbine 

radius or the blade length, respectively. 

The Cp values are usually provided by the 

manufacturers and deduced from the experimental 

tests. In the literature, numerous analytic formulas 

are used for its approximation [20-21]. In this 

paper, the Cp is expressed as follows: 

𝐶𝑝 , 𝛽 = 0,5  
116

𝑖
− 0,4𝛽 − 5 𝑒

−
21

𝑖  (3) 

With  𝑖 =
1

+0,08𝛽
−

0,035

1+𝛽3, and β is the blades pitch 

angle. 

The mechanical torque Γt developed on the slow 

shaft of the turbine is expressed: 

𝛤𝑡 =
𝑃𝑡

𝑡
= 0,5.

𝜋


. 𝜌. 𝑅3. 𝑣2. 𝐶𝑝 , 𝛽  (5) 
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Fig 2 shows the Cp progression as a function of   

and λ. 

 

Fig 2: Cp Evolution for different  and TSR 

 

2. Model of the mechanical part 

Three blades of length R, identical and orientable 

constitute the aerodynamic part of the turbine. They 

are fixed on a hub integral with a drive shaft 

rotating at Ωt. The latter is connected to a gain 

multiplier G which restores its mechanical energy 

to the DFIG. In addition, we consider that the wind 

speed is uniformly distributed on all blades, so all 

thrust forces are equal. Thus, the three blades are 

modeled as a single mechanical system with its 

characteristics is the sum of the mechanical 

characteristics of each of them. Due to the blades 

aerodynamic design, we consider that their friction 

coefficient with respect to the air is neglected. 

Similarly, the turbine speed being so low that the 

friction losses will be negligible in the generator 

sider. Based on these assumptions, we obtain a 

model shown in Figure 3 which is a two-mass 

model. in [22], the validity of the latter has been 

verified by comparing it with the complete model 

of the turbine 

 
Fig 3: Turbine mechanical model 

 

Where Jt, Jr, fv, Γr, Ωr are the inertia moment of the 

turbine, the inertia moment of the DFIG, the 

viscous friction coefficient of the DFIG, the 

mechanical torque on the fast shaft, the DFIG 

rotation speed respectively. 

The multiplier adjusts the turbine speed (slow shaft) 

to the DFIG speed (fast shaft). by neglecting the 

losses of the multiplier, we can model it as follows: 

 
𝛤𝑟 =

𝛤𝑡
𝐺

𝑟 = 𝐺𝑡

  (6) 

From the Fig 3, and by bringing the whole to rapid 

speed shaft, we can write the dynamics fundamental 

equation of the system as follows: 

𝛤𝑟 = 𝐽𝑟
 + 𝑓𝑣𝑟 + 𝛤𝑒𝑚  (7) 

With 𝐽 =
𝐽𝑡

𝐺2 + 𝐽𝑟 , and Γem is the DFIG 

electromagnetic torque. 

Using per unit (pu) form, Equation (7) could be 

written as: 

𝛤𝑟 = 2𝐻 𝑟 + 𝑓𝑣−𝑝𝑢𝑟 + 𝛤𝑒𝑚  
(8) 

where𝐻 =
𝐽 .𝑤𝐵

2

2.𝑆𝐵 .𝑝2
 in s , and 𝑓𝑣−𝑝𝑢 =

𝑓𝑣 .𝑤𝐵
2

𝑆𝐵 .𝑝2. SB (in 

VA), ωB(in rd/s) and p are the total inertia, the 

generator base apparent power, the generator base 

angular frequency and the generator number of pole 

pairs respectively. 

The synoptic of Fig 4 displays the aerodynamic and 

mechanical part models of the WECS. It shows that 

DFIG speed Ωr, and therefore Ωt, could be mastred 

by acting either on the DFIG electromagnetic 

torque Γem (MPPT algorithm) or on the pitch angle 

β (Pitch Control). Wind speed vw is considered a 

disturbance input. 
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Fig 4: Aerodynamic and mechanical parts of the 

WECS 

 

3. DFIG’s Model 

The model is based on the simplifying assumptions: 

effect of notches neglected, constant air gap, 

influences of skin effect and heating not considered, 

sinusoidal spatial distribution of magnetomotive air 

gap forces, and unsaturated magnetic circuit with 

constant permeability. These choices mean, among 

other things, that the fluxes are additive, that the 

inherent inductances are constant and that there is a 

sinusoidal variation of the mutual inductances 

between the stator and rotor windings as a function 

of the electric angle of their magnetic axes. 

The DFIG stator and rotor voltages in the dq-axis 

system are construed from [3] and [7-8] and 

rewritten in pu as: 

𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 + 𝑤𝐵
−1𝜑 𝑠𝑑 − 𝜑𝑠𝑞  

(9) 
𝑣𝑠𝑞 = 𝑅𝑠𝑖𝑠𝑞 + 𝑤𝐵

−1𝜑 𝑠𝑞 + 𝜑𝑠𝑑  

𝑣𝑟𝑑 = 𝑅𝑟 𝑖𝑟𝑑 + 𝑤𝐵
−1𝜑 𝑟𝑑 − (1 − 𝑤𝑟)𝜑𝑟𝑞  

𝑣𝑟𝑞 = 𝑅𝑟 𝑖𝑟𝑞 + 𝑤𝐵
−1𝜑 𝑟𝑞 + (1 − 𝑤𝑟)𝜑𝑟𝑑  

Where The subscripts dq, r, and s indicate 

respectively dq-axis, rotor, and stator. I, V, R, and  

represent respectively current, voltage, windings 

resistance, and flux. 

 

The stator and rotor fluxes are expressed by: 

𝜑𝑠𝑑 = 𝐿𝑠𝑖𝑠𝑑 + 𝐿𝑚 𝑖𝑟𝑑  

(10) 

𝜑𝑠𝑞 = 𝐿𝑠𝑖𝑠𝑞 + 𝐿𝑚 𝑖𝑟𝑞  

𝜑𝑟𝑑 = 𝐿𝑟 𝑖𝑟𝑑 + 𝐿𝑚 𝑖𝑠𝑑  

𝜑𝑟𝑞 = 𝐿𝑟 𝑖𝑟𝑞 + 𝐿𝑚 𝑖𝑠𝑞  

Where, 𝐿𝑠 , 𝐿𝑟are the respective cyclic inductances 

stator and rotor, which is described 𝐿𝑠𝑟 = 𝐿1𝑠𝑟 +

𝐿𝑚 .  L1sr  is the leakage inductance and Lm  is the 

mutual one. 

Park angles for stator 𝜃𝑠and rotor 𝜃𝑟  amounts are 

related by: 

𝜃𝑠 = 𝜃𝑒 + 𝜃𝑟  (11) 

The real and reactive stator and filter powers are 

expressed by: 

𝑃𝑠 = 1.5(𝑣𝑠𝑑 𝑖𝑠𝑑 + 𝑣𝑠𝑞 𝑖𝑠𝑞) 

(12) 
𝑄𝑠 = 1.5(𝑣𝑠𝑞 𝑖𝑠𝑑 − 𝑣𝑠𝑑 𝑖𝑠𝑞) 

𝑃𝑔 = 1.5(𝑣𝑟𝑑 𝑖𝑟𝑑 + 𝑣𝑟𝑞 𝑖𝑟𝑞 ) 

𝑄𝑟 = 1.5(𝑣𝑟𝑞 𝑖𝑟𝑑 − 𝑣𝑟𝑑 𝑖𝑟𝑞 ) 

Using the rotor currents and the stator fluxes, the 

DFIG electromagnetic torque Γem is expressed as 

follows: 

𝛤𝑒𝑚 = 1.5𝑝
𝐿𝑚

𝐿𝑠
(𝜑𝑠𝑞 𝑖𝑟𝑑 − 𝜑𝑠𝑑 𝑖𝑟𝑞 ) (13) 

4. RSC and GSC Modeling 

Fig. 5 shows the 2L-VSC (two-Level Voltage 

Source Converter) topology selected for the GSC 

and the RSC. 

The relationship between the different parties 

involved in the 2L-VSC converter is given by: 

𝑣𝑟𝑔−𝑎𝑏𝑐 =
𝑈𝑑𝑐

3
.  

2 −1 −1
−1 2 −1
−1 −1 2

 .   

𝑆𝑎

𝑆𝑏

𝑆𝑐

  (14) 

 
Fig 5: 2L-VSC Topology 
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Applying Park’s transformation, Eq. (15) become 

as follows: 

 
𝑣𝑟𝑑𝑞 = 𝑆𝑟𝑑𝑞𝑈𝑑𝑐

𝑣𝑔𝑑𝑞 = 𝑆𝑔𝑑𝑞𝑈𝑑𝑐

  (15) 

This Converter can operate as inverter or rectifier. 

5. DC Link and harmonic filter Modeling.  

A harmonic filter is set up to interconnect the GSC 

to the PCC. It is a series Lg - Rg filter as illustrated 

in Fig. 1. Indq-axis reference, it’s modeled in pu by 

the following equation: 

𝑣𝑔𝑑 = −𝑅𝑔𝑖𝑔𝑑 − 𝐿𝑔𝑤𝐵
−1𝑖  𝑔𝑑 + 𝐿𝑔 𝑖𝑔𝑞 + 𝑣𝑠𝑑  

𝑣𝑔𝑞 = −𝑅𝑔𝑖𝑔𝑞 − 𝐿𝑔𝑤𝐵
−1𝑖  𝑔𝑞 − 𝐿𝑔𝑖𝑔𝑑 + 𝑣𝑠𝑞  

(1

6) 

The power balance at the DC link is 𝑃𝐶 =  𝑃𝑔 − 𝑃𝑟  . 

In pu, this equation becomes: 

𝐶𝑈𝑑𝑐𝑈 𝑑𝑐 = 𝑤𝐵 . (𝑃𝑔 − 𝑃𝑟) (17) 

Equation (18) can be write in the linear form 

𝑤 =
2

𝐶
𝑤𝐵 .  𝑃𝑔 − 𝑃𝑟  (18

) 

Where𝑤 = 𝑈𝐷𝐶
2  

 

III. Backstepping Technique Concept 

The central idea of Backstepping is to recursively 

derive a controller and step back from the 

subsystem gradually, guaranteeing stability for each 

step, until getting to the last step [18]. 

Backstepping is based on the second method of 

Lyapunov, which combines the choice of the 

function with that of the laws of control and 

adaptation. This allows him, in addition to the duty 

for which the controller is designed (tracking and / 

or regulation), to guarantee, at all times, the overall 

stability of the compensated system [3], [21]. 

various practical aspects of Backstepping are 

considered and changes are made to make it usable 

on real pro-cesses. Among these improvements are 

cited Backstep-ping with filter of unavoidable 

measurement noise af-fecting the measured 

quantities, and Backstepping with integral action to 

cancel the effect of disturbances at zero average 

[16], [18-19]. 

To simplify the presentation, the method is 

developed on linear systems. Its extension to non-

linear systems is straightforward and requires no 

major modification. The transfer function of the 

linear process to be controlled is given by: 

𝐺 𝑠 =
𝐾

𝜏𝑠 + 1
 (19) 

Which corresponds, in the time domain, to the 

differential equation 

𝑦  𝑡 +
1

𝜏
𝑦 𝑡 =

𝐾

𝜏
𝑢(𝑡) (20) 

Instead of using this last equation in the design 

procedure, it is replaced by its derivative. This 

gives as new equation 

𝑦  𝑡 +
1

𝜏
𝑦  𝑡 =

𝐾

𝜏
𝑢  𝑡 ≜ 𝑣 𝑡  (21) 

The choise 

 
𝑥1 = 𝑦(𝑡)
𝑥2 = 𝑦 (𝑡)

  
 

(22) 

Gives as state representation of the system 

 

𝑥 1 = 𝑥2

𝑥 2 = −
1

𝜏
𝑥2 + 𝑣

  
 

(23) 

 Step 1 - The first error variable is always 

defined by 

𝜀1 = 𝑦 − 𝑦𝑟 = 𝑥1 − 𝑦𝑟  (24) 

Where, 𝑦𝑟  is the reference trajectory to follow. 

If we take as control function of Lyapunov (cfl) 

𝑉1 𝜀1 =
1

2
𝜀1

2 (25) 

Its derivative will be given by 
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𝑉1
 = 𝜀1𝜀1 = 𝜀1 𝑥2 − 𝑦 𝑟   (26) 

To make it negative, just take 

 x2 d ≜ α1 = −k1ε1 + y r  (27) 

Where k1 > 0 is a design parameter 

 Step 2 - We define the new error variable 

𝜀2 = 𝑥2 − 𝛼1 = 𝑥2 + 𝑘1𝜀1 − 𝑦 𝑟  (28) 

And the cfl 

𝑉2 =
1

2
𝜀1

2 +
1

2
𝜀2

2 (29) 

Its derivative, along the system’s trajectories, is 

given by 

𝑉2
  = −𝑘1𝜀1

2 + 𝜀2 𝜀2 + 𝜀1  

= −𝑘1𝜀1
2 + 𝜀2  −

1

𝜏
𝑥2 + 𝑣 − 𝑦 𝑟

+  1 − 𝑘1
2 𝜀1 + 𝑘1𝜀2  

(30) 

To make it negative, we should take 

𝑣 =
1

𝜏
𝑥2 + 𝑦 𝑟 −  1 − 𝑘1

2 𝜀1 − (𝑘1 + 𝑘2)𝜀2 (31) 

Where k2 > 0 is a design parameter 

A simple integration makes it possible to obtain as 

final order 

𝑢 =
𝜏

𝐾
.
𝑣

𝑠
 (32) 

The application of this last command to the system 

of equation (20) returns the results of the Fig. 6 (a) 

and (b). These show a comparison between the 

Integral Backstepping version and the basic 

Backstepping version which the system is subjected 

to a disturbance at the output which appears at time 

1s and lasts 2s. The pursuit behaviors are very 

similar, whereas in regulation the Integral 

Backstepping ensures, contrary to the basic 

Backstepping, a null error in steady state. All this is 

achieved through gentle excitement. 

 
(a) Orders 

 
(b) Effects 

 

Fig 6: Disturbance in echelon: Backstepping with 

vs without integrator 

 

IV. Regulators Design 

In this section, we will synthesize the controllers, 

by Integral Backstepping algorithm, of our DFIG-

based WECS. To do this, we will rewrite the model 

of our system in the canonical form of design by 

Backstepping Technique, and then we design the 

regulators controlling the MPPT, the Pitch Angle, 

and the BTB converters RSC and GSC. 

1. MPPT Regulator 

As the wind speed is a random quantity, the 

efficiency of the energy conversion of the WECS is 

increased by extracting the maximum power 

available in the wind. For a given wind speed value, 

the MPPT strategy goes to find the maximum 

power from the kinetic energy of the wind. The 

working region of the MPPT control corresponds to 

the wind speeds lower than the nominal wind 

speed. Many MPPT control methods have been 

studied in literature and applied in the WECS 

industry [3], [8], [9]. These methods determine 𝜔𝑟
∗, 

𝛤𝑒𝑚
∗ , or 𝑃𝑠

∗; reference of DFIG speed, 

electromagnetic torque,or DFIG power, 
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respectively. The interested reader will find a 

comparative table between these techniques at [9], 

it indicates that optimal tip speed ratio (OTSR) 

strategy it combines the simplicity of its structure 

and the good control performance. 

The MPPT with OTSR is shown in Fig. 8. This 

algorithm offers DFIG speed reference 𝜔𝑟
∗ based on 

the measured wind speed𝑣𝑤 . 𝜔𝑟
∗ is attuned in 

proportion to 𝑣𝑤 , so that the WECS always works 

at the Opt  value to achieve the maximum power 

point. This tuning is established as follows based on 

the expression of TSR (2): 

𝑟
∗ = 𝐺𝑡

∗ =
𝑂𝑝𝑡𝐺

𝑅
𝑣𝑊

= 𝐾𝑂𝑝𝑡𝑣𝑊  
(33) 

 

Fig 7: MPPT by Optimal TSR (OTSR) 

Note: Since the new ultrasonic sensors provide 

more reliable and truthful wind speed information, 

they are promising for this MPPT algorithm. 

The design of the regulator mastering the speed of 

the MADA is based on the equation (8) that one 

writes in the canonical form to apply the technique 

of Backstepping. 

Deriving the expression (8), we obtain: 

𝛤𝑟 = 2𝐻𝑟
 + 𝑓𝑣−𝑝𝑢𝑟

 + 𝛤 𝑒𝑚  (34) 

Let, 

 
𝑥1 =   𝑟

𝑥2 =   𝑥 1
  (35) 

This gives as new state representation of thesystem 

(34) 

 

𝑥 1 =   𝑥2

𝑥 2 =
1

2𝐻
(𝛤 𝑟 − 𝛤𝑒𝑚 _𝑐 − 𝑓𝑣−𝑝𝑢𝑥2)

  (36) 

 

Consider the error variables 

𝜀1 = 𝑥1𝑟𝑒𝑓 − 𝑥1 (37) 

𝜀2 = 𝑥2𝑟𝑒𝑓 − 𝑥2 

Recursive design application by IBS gives for the 

virtual order 

𝑥2𝑟𝑒𝑓 = 𝑥 1𝑟𝑒𝑓 + 𝑘Ω1𝜀1 (38) 

And the real command 

𝛤𝑒𝑚
∗ =  

−1

𝑠
(2𝐻 𝑥 1𝑟𝑒𝑓 +  1 − 𝑘1

2 𝜀1

+  𝑘1 + 𝑘2 𝜀2 + 𝑓𝑥2 − 𝛤 𝑟) 

(39) 

𝑘𝛺1, 𝑘𝛺2are the positive setting parameters. 

2. RSC Regulators Design 

Due to no disruptions of the utility grid in our case, 

we choose the dq-axis related to the stator rotating 

field SVOC and neglecting the resistance of the 

stator windings, and from equations (10) and (11). 

The state representation chosen for the rotor side 

converter control is: 

𝑖  𝑟𝑑 =
𝑤𝐵

𝜍𝐿𝑟
 𝑣𝑟𝑑 − 𝑅𝑟 𝑖𝑟𝑑 + 𝜍𝐿𝑟(1 − 𝜔𝑟)𝑖𝑟𝑞   (40) 

𝑖  𝑟𝑞 =
𝑤𝐵

𝜍𝐿𝑟
(𝑣𝑟𝑞 − 𝑅𝑟 𝑖𝑟𝑞 − 𝜍𝐿𝑟(1 − 𝜔𝑟)𝑖𝑟𝑑

− (1 − 𝜔𝑟)
𝐿𝑚

𝐿𝑠
𝜑𝑠) 

 

(41) 

The setpoints of these currents are deduced from 

the setpoints of the active power (or 

electromagnetic torque) and the reactive power as 

follows: 

𝛤𝑒𝑚
∗ = −1.5𝑝

𝐿𝑚

𝐿𝑠
𝜑𝑠𝑑 𝑖𝑟𝑞

∗ (42) 

𝑄𝑠
∗ = 1.5(

𝑣𝑠𝑞
2

𝐿𝑠𝑤𝑠
− 𝑣𝑠𝑞

𝐿𝑚

𝐿𝑠
𝑖𝑟𝑑

∗) (43) 

Deriving the expression (41), we obtain: 
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𝑣 𝑟𝑞 =  𝜍𝐿𝑟𝑤𝐵
−1𝑖 𝑟𝑞 +𝑅𝑟 𝑖𝑟𝑞

+ 𝜍𝐿𝑟(1 − 𝜔𝑟)𝑖𝑟𝑑 + (1

− 𝜔𝑟)
𝐿𝑚

𝐿𝑠
𝜑𝑠 ≜ 𝑢𝑟𝑞  

(44) 

Let, 

 
𝑥3 =   𝑖𝑟𝑞
𝑥4 =   𝑥 4

  (45) 

This gives as new state representation of the system 

(39) 

 
 
 

 
 

𝑥 3 =   𝑥4

𝑥 4 =  
1

𝜍𝐿𝑟𝑤𝐵
−1 (𝑢𝑟𝑞  − 𝑅𝑟𝑥2 − 𝜍𝐿𝑟(1−𝜔𝑟)𝑖 𝑟𝑑

−(1 − 𝜔𝑟)
𝐿𝑚

𝐿𝑠

𝜑 𝑠) 

  (46) 

Consider the error variables 

𝜀3 = 𝑥3𝑟𝑒𝑓 − 𝑥3 

𝜀3 = 𝑥4𝑟𝑒𝑓 − 𝑥4 
(47) 

Recursive design application by Backstepping gives 

for virtual control 

𝑥4𝑟𝑒𝑓 = 𝑥 3𝑟𝑒𝑓 + 𝑘𝑟𝑞1𝜀3 (48) 

And for the real order 

𝑣𝑟𝑞 =  
𝜍𝐿𝑟

𝑤𝐵𝑠
(𝑥 1𝑟𝑒𝑓 +  1 − 𝑘𝑟𝑞1

2  𝜀3

+  𝑘𝑟𝑞1 + 𝑘𝑟𝑞2 𝜀4 +
𝑅𝑟𝑤𝐵

𝜍𝐿𝑟
𝑥4

+ (1 − 𝜔𝑟)[𝑥6 +
𝐿𝑚

𝐿𝑠𝜍𝐿𝑟
]𝜑 𝑠) 

(49) 

𝑘𝑟𝑞1, 𝑘𝑟𝑞2are positive setting parameters. 

Applying the same design to the system(40) and 

choosing 

 
𝑥5 =   𝑖𝑟𝑑
𝑥6 =   𝑥 3

  (50) 

The virtual command is 

𝑥6𝑟𝑒𝑓 = 𝑥 5𝑟𝑒𝑓 + 𝑘𝑟𝑑1𝜀5 (51) 

And the real command 

𝑣𝑟𝑑 =  
𝜍𝐿𝑟

𝑤𝐵𝑠
(𝑥 5𝑟𝑒𝑓 +  1 − 𝑘𝑟𝑑1

2  𝜀5

+  𝑘𝑟𝑑1 + 𝑘𝑟𝑑2 𝜀6

+
𝑤𝐵𝑅𝑟

𝜍𝐿𝑟
𝑥6 − 𝑥4(1 − 𝜔𝑟)) 

(52) 

Where 𝑘𝑟𝑑1 , 𝑘𝑟𝑑2are positive setting 

parameters, 𝜀5 = 𝑖𝑟𝑑𝑟 é𝑓 − 𝑖𝑟𝑑 , and 𝜀6 = 𝜀 5. 

 

Fig 8 shows the entities of the RSC control part by 

IBS. In addition to the IBS block restoring the 

command, the attracting block is the SVPWM 

(Space Vector Width Pulse); it's a procedure used to 

determine the pulse-width modulated signals for the 

RSC or GSC switches to generate the desired three-

phase voltages for the rotor. 

 
Fig 8: Regulator IBS of the RSC 

 

3. GSC Regulators Design 

Differentiating the expression (19) we get: 

𝑤 =
2

𝐶
(
3

2
𝑉𝑠𝑞 𝑖 𝑔𝑞 − 𝑃 𝑜𝑛𝑑 ) 

 
(53) 

Let 𝑥7 =   𝑤 and 𝑥8 =   𝑤  

This gives as new state representation 

 

𝑥 7 =   𝑥8

𝑥 8 =
2

𝐶
 

3

2
𝑉𝑠𝑞 𝑖 𝑔𝑞 − 𝑃 𝑜𝑛𝑑  

  
 

(54) 

Consider the error variables 

 
𝜀7 = 𝑥7𝑟𝑒𝑓 − 𝑥7

𝜀8 = 𝑥8𝑟𝑒𝑓 − 𝑥8
  

 
(55) 
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The application of recursive design by 

Backstepping provides for virtual control 

𝑥8𝑟𝑒𝑓 = 𝑥 7𝑟𝑒𝑓 + 𝑘𝑑𝑐1𝜀7 (56) 

And the real control 

𝑖𝑔𝑞 =  
1

𝑠

𝐶

3𝑉𝑠𝑞
(𝑥 7𝑟é𝑓 +  1 − 𝑘𝑑𝑐1

2  𝜀7

+  𝑘𝑑𝑐1 + 𝑘𝑑𝑐2 𝜀8

+
2

𝐶
𝑃 𝑜𝑛𝑑 ) 

(57) 

𝑘𝑑𝑐1, 𝑘𝑑𝑐2are positive setting parameters. 

Applying the same design to the system (16) and 

choosing 

 
 

 
𝑥9 =   𝑖𝑔𝑑
𝑥10 =   𝑥 9
𝑥11 =   𝑖𝑔𝑞
𝑥12 =   𝑥 11

 and  

𝜀9 =   𝑥9𝑟𝑒𝑓 − 𝑥9

𝜀10 = 𝑥10𝑟𝑒𝑓 − 𝑥10

𝜀11 =   𝑥11𝑟𝑒𝑓 − 𝑥11

𝜀12 = 𝑥12𝑟𝑒𝑓 − 𝑥12

  (58) 

Virtual commands are 

𝑥10𝑟é𝑓 = 𝑥 9𝑟𝑒𝑓 + 𝑘𝑔𝑑1𝜀9 (59) 

𝑥12𝑟𝑒𝑓 = 𝑥 11𝑟é𝑓 + 𝑘𝑔𝑞1𝜀11 (60) 

And the real orders 

𝑣𝑔𝑑 =  
𝐿𝑔

𝜔𝐵
 −𝑥 9𝑟é𝑓 −  1 − 𝑘𝑔𝑑1

2  
𝜀9

𝑠

−  𝑘𝑔𝑑1 + 𝑘𝑔𝑑2 𝜀9 − 𝑅𝑔𝑥9

+ 𝐿𝑔𝑥11 

(61) 

𝑣𝑔𝑞 =  
𝐿𝑔

𝜔𝐵
 −𝑥 11𝑟𝑒𝑓 −  1 − 𝑘𝑔𝑞1

2  
𝜀11

𝑠

−  𝑘𝑔𝑞1 + 𝑘𝑔𝑞2 𝜀11 − 𝑅𝑔𝑥11

+ 𝐿𝑔𝑥9 + 𝑣𝑠𝑞  

(62) 

Where 𝑘𝑔𝑑1 , 𝑘𝑔𝑑2, 𝑘𝑔𝑞1, 𝑘𝑔𝑞2are positive setting 

parameters. 

Figure 9 shows the entities of the GSC control part 

by IBS. It regulates the DC bus voltage and 

contributes reactive power supplied to the utility 

grid. 

 

Fig 9: Regulator IBS of the GSC 

 

4. Pitch Control Design 

The wind speed is random, gusts of wind can then 

damage the wind energy system of energy 

conversion, it is then necessary to limit the power 

converted by increasing blade pitch angle β. During 

this operation, the generator speed is controlled not 

to exceed its nominal rotation speed and the DFIG 

power is limited to its rated power. This type of 

control is known as the "Pitch Control". Several 

techniques are discussed in the literature for the 

design of this controller [14], [24], [25].  

Fig. 10 shows the topology used in this paper to 

master the angle β, where τβ is the time constant of 

the blades orientation system actuator. The pitch 

angle regulation range and the pitch angle rate 

limiter are set to 0° - 60° and ± 10 °/s, respectively. 

  

Fig 10: Pitch control Topology 

 

V. Results and Interpretations 

In order to validate the commands designed in the 

last section, simulations were performed with 

MATLAB Simulink. The various mechanical and 

electrical characteristics of the WECS subject of 

study are presented in Table 1. Of the latter we 

infer Table 2, which shows The base values used 

for modeling in per unit of the WECS. Table 3 

shows the various adjustment parameters of the 

controllers designed in the last section, their values 

are usually obtained by the trial and error method. 
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Table I: Mechanical and electrical 

parameters of the studied WECS [9] 

Entity Parameters 

Turbine Nomber of blades : 3 

R=45 m 

Jt=1,4.10
6
 kg.m² 

vwn=13 m/s , Ntn=19 tr/min 

Gearbox G = 100 

DFIG Pn = 3 MW, Us = 690 V, f = 50 Hz, p=2 

Rs = 2,97 m, Rr = 3,82 m 

Ls = 121 μH, Lr = 57,8 μH, Ls = 12,2 μH 

Jm = 114 kg.m²   

Utility Grid Us = 690V, f = 50Hz 

Table II: Base Values 

Components Rating values 

SB 3 MVA 

VB 398,4 V 

IB  2510,2 A 

ZB 0,159 Ω 

ωB 314,159 rd/s 

LB 0,421 mH 

CB 16,714 mF  

ΨB 1,057 Wb (rms) 

Table III: Regulator Adjustment Parameters 

Regulator of    Parameters  

wr   kΩ1 = 10
3
, kΩ2 = 100 

Ir krq1 = 50, krq2 = 10, krd1 = 4.5 10
4
, krd2 = 

10
5
 

Udc kdc1 = 5, kdc2 = 1 

Ig  kgq1 = 0.5, kgq2 = 10, kgd1 =10
3
, kgd2 = 

10
6
 

β kwr = 250, kβI = 7.5, kβP = 0.75 

1. Results 

The results obtained for the different simulation 

tests, are exposed on Figure 11 for tracking and 

regulation tests for all operation modes of our 

WECS, and Figure 12 for the comparison tests of 

the control part designed with the classical control 

by PI and this in terms of tracking / regulation but 

especially in terms of internal and external 

disturbance rejection, we also zoom in the control 

input.; 
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(a) Aerodynamic-Mechanical parts Results 

 

 

 

 

 
(b) Electric parts Results 

 

Fig 11: Tracking and regulation tests by IBS 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig 12: IBS vs PI: (a) Tracking and regulation, (b)PI 

robustnesstest,(c)IBS robustness test, (d) Input 

control Vrd-ref 

 

2. Interpretations 

Figure 10 (a) shows the profiles of the 

aerodynamic and mechanical quantities. The wind 
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velocity profile applied to our WECS will make it 

possible to explore all the operating phases of the 

system and will then seek out the synthetized 

control algorithms; MPPT and Pitch control. This 

profile is divided into three areas: (i) 

Hyposynchronouswhere vw= 7 m/s, the DFIG 

rotates at 0.7pu, (ii) synchronous where vw= 10 m/s 

and wr = 1pu. For these two cases, Cp maintains its 

optimal value Cpmax = 0.42 and this by requesting 

the MPPT by OTSR imposing a speed wr which 

maintains TSR at its optimal value and thereafter 

the regulator imposes the electromagnetic torque 

adequate to recover the maximum available power. 

(iii) hypersynchronous where wr> 1 pu; in this zone 

the pitch control is biased when vw is greater than 

its nominal speed (~ 13m / s). In the evolution of 

the angle β as a function of vw, the impact of this 

variation of β is identified on the profile of Cp 

undergoing a pronounced decrease in its value and 

subsequently a limitation of the different 

mechanical quantities to their nominal values Γem = 

1pu and also maintain wr at its maximum value (~ 

1.1 pu in our case). 

Figure 10 (b) displays the electrical quantities 

profiles which are only an effect of the mechanical 

quantities received by the DFIG. The DFIG stator 

power profile that tracks the speed of the wind at 

low speeds using MPPT and a nominal power 

limitation for high wind speeds thanks to Pitch 

Control. It also identifies the power involved in the 

DFIG rotor, its profile indicates that this power is 

bidirectional between the rotor and the network; in 

hyposynchrony and synchronism, it is negative and 

in hypersynchrony, it is positive, that is to say from 

the rotor towards the network. The total reactive 

power profile produced which is the sum of the 

DFIG stator reactive power and the GSC. It is noted 

that all of these power remains at zero. The DC bus 

voltage is well regulated with its 3.05pu setpoint 

despite the various external disturbances. 

The Figure 10 (b) shows also the voltage profiles 

from the SVPWM controlled RSC. It is noted that 

the frequency of these voltages depends on the slip 

of the mechanical frequency and the frequency of 

the grid, the amplitude of the tensions is at 2 levels 

±
𝑈𝐷𝐶

3
 and ±

2𝑈𝐷𝐶

3
. on the rotor these voltages 

generate the currents, their frequencies vary 

according to the wind speed, it is noted that it is 

zero (of the continuous) during the phase of 

synchronism. The amplitude of these currents 

depends on irq and subsequently on the reference 

electromagnetic torque by the MPPT and the pitch 

control. The profile of the current flow in the first 

phase of the utility grid is also presented on the 

same Figure, its frequency 50 Hz is that of the grid, 

its amplitude depends on power output in the grid, 

and its phase with the voltage of the same phase is 

zero because the reactive power is zero. 

The purpose of Figure 11 is to present a 

comparative study of the behavior of our system 

when ordered by IBS and in the case where it is 

ordered by the classical PI. The robustness test with 

respect to external disturbances (vw for example) 

shows a slight superiority of the IBS algorithm as 

shown in Figure 11 (a). On Figure 11 (b) we find 

that the PI controller finds it hard to reject the 

internal disturbances (here variation of Rr and Lr) 

whereas the IBS, by its adaptive nature, does it 

perfectly and this with a gentle control (figure 11 

(c)). 

According to these different tests we can 

announce that despite the problem of setting their 

parameters, the nonlinear IBS technical can one of 

the best candidates to control the DFIG-based 

WECS 

VI. Conclusions and Perspectives 

In this paper, we modeled the diverse WECS 

entities. Then we applied the non-linear Integral 

Backstepping algorithm to control the DFIG-based 

WECS to produce active and reactive powers to the 

power grid. The chain is controlled so collect the 

maximum power available in the wind for wind 

speeds lower than the nominal (MPPT contro), and 

limit this harvest to the nominal power for high 

wind speeds (Pitch angle Control). Afterwards, we 

evaluated the performance of said control in 

tracking, regulation and robustness. The simulation 

results presented confirm the feasibility of the 

proposed control scheme, and we deduce that in 

addition to ensuring system stability and no 

convergence errors (tracking and / or regulation), 

IBS method offers the means to improve the quality 

of the transitional regime of this convergence. 
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