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Abstract 

we are presenting a novel unsupervised way of segmenting the vasculature in images of 

retina. This technique employs a FODOG and SODOG 2-D Gaussian filters with the 

modified local entropic thresholding algorithm for segmenting vasculature of retinal 

images. The algorithm is implemented on STARE and DRIVE datasets which are freely 

available. The SODOG method gives better performance on both databases in comparison 

with other existing techniques. On STARE and DRIVE database, it achieves average 

segmentation accuracy of 96.37% and 96.82% respectively. The time taken by the 

proposed algorithm for processing each retinal image is very less compared to other 

existing supervised methods. The simpleness and fast execution makes the proposed 

algorithm appropriate for automated analysis of retinal images thereby aids in diagnosing 

the diabetic retinopathy. 

Keywords: Diabetic retinopathy, Gaussian, Modified local entropy thresholding, Vessel 

segmentation. Retina. 

 

I. INTRODUCTION 

Diabetic Retinopathy (DR) causes blindness in 
patients  with diabetes. Diabetic patients are 25 
times more susceptible to blindness than non-
diabetic ones [1].  Reports of WHO (world-Health 
Organization) states global diabetic prevalence n 
the year 2000 was 2.8% and is estimated to 
become 4.4% by 2030. Diabetic patients were 171 
million in the year 2000 and are estimated to reach 
366 million in 2030 [2].  India is set to emerge as 
the diabetic capital of the world. In India there 
were about 31.7 million people with diabetes in 
the year 2000 with an estimation to reach the 
figure of 79.4 million in 2030. A screening 
procedure to detect DR in the beginning stage is 
getting attention of health care sector in India [1]. 

       Patients with diabetes are more susceptible 
to changes in the vascular network of retina, and 
these structural changes of retina are termed as 
diabetic retinopathy. In DR,  blood vessels of 

retina undergo a series of changes like leakages or 
closing of vessel [3]. The main perspective in 
performing automatic detection of blood vessels is 
to inspect and aid the physicians in diagnosing 
ocular diseases like arteriosclerosis, cardiovascular 
disease; patient screening like hypertension, 
diabetes etc [4]. Best remedy for eye related 
diseases is the detection of diseases in early stages 
[5]-[7].  

Diabetic patients will not get any symptoms 
until the last stage where vision loss occurs, where 
the treatment is not effective. Hence, for the 
effective treatment, patients with diabetes should 
take regular screenings on yearly basis. Early 
detection of DR is a biggest challenge for the 
healthcare sector because of large group of patients 
in need of eye examination.Structural analysis and 
manual measurements of retinal vasculature 
suffers from human error. So, the viable solution 
to this problem is to use computerized analysis, 
which can be used effectively by non-experts to 
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separate out the patients without DR, thereby 
reducing specialist’s  work load. 

 In this paper, Gaussian based first-order and 
second-order derivative filters are used with 
modified local entropy thresholding algorithm. 
The method is simple and high in accuracy in 
segmenting the blood vessels compared with those 
reported in literature.Section II of the paper covers 
literature work on segmentation of vascular 
network. Section III explains about datasets used. 
Section IV describes the proposed algorithm used 
in segmenting the vascular network of retina. 
Section V is about results and performance 
evaluation of two filter based methods. Last part is 
about discussion followed by  conclusion. 

II. RELATED WORK 

Retinal vessel segmentation methods available 
in the literature are categorized as supervised and 
unsupervised, where supervised require training 
images and unsupervised does not. Supervised 
methods use classifiers in order to classify pixels 
as vessel or background pixels. [8] Proposes K-
nearest neighbor classifier method to classify 
pixels into vessel or non-vessels. [9] Presented 
supervised ridge based vessel detection method. 
Here 27 features were computed and are classified 
by using kNN classifier. [10] presented a 
technique in which 2D Gabor wavelet transform 
response taken at different scales and the inverted 
green channel were given as pixel feature vectors 
for the Gaussian mixture model Bayesian 
classifier. [11] Uses line detectors with pixel gray 
value to construct the feature vector followed by 
support vector machine (SVM) classifier to 
classify the pixels. [12] Proposed a multilayered 
feed forward NN scheme for segmenting retinal 
vasculature. Regarding unsupervised (rule based) 
techniques, vessel tracking approaches [13] - [19] 
detects vascular structure, and parameters of 
vessels like diameters and branching points etc. 

[20] Presented a Matched filter technique of 
segmenting vascular network. [21] Presented a 
technique of segmenting the vasculature of retina 
by piecewise threshold probing of a matched filter, 
where response of filter is used for segmenting 
vessels. [22] Presented matched filter with entropy 
thresholding method for vessel segmentation. The 
papers [23] - [25] use mathematical morphological 
operators for filtering vasculature.  [26] Presented 
a method which uses multi threshold probing for 

vessel segmentation. [27] Presented multiscale 
feature extraction and classification technique. 
[28] Used gradient orientation technique in order 
to segment the retinal vasculature . Related works 
shows finding the vessel location helps in 
decreasing false positive fractions in the detecting 
microaneurysm and hemorrhages. [29]-[31]. 

Here we have proposed an unsupervised retinal 
vasculature segmentation algorithm using first 
order and second order derivatives of Gaussian 
with modified local entropy thresholding 
algorithm. Here we have introduced two 
modifications to thresholding algorithm in order to 
improvise the performance by detecting detailed 
and clear vascular structure. Firstly, co-occurrence 
matrix is modified to enhance local entropy. 
Secondly, sparse foreground is considered in 
selecting the optimal threshold in segmenting 
vessel and background pixels. [35] Presents fully 
convolution method (FCN) with Sobel 
operators.The method is used in recognition of 
vasculature of retina in patients with cataract. 

III. MATERIALS 

Here we used DRIVE [32] and STARE [33] 

datasets for study. DRIVE dataset has 20 retinal 

images (in that 7 has pathology) captured with a 

Canon camera. The images are with size 768×584 

pixels and available in TIFF format. The STARE 

dataset, has 20 retinal images (in that 10 with 

pathology) captured with a fundus camera. The 

images are with size 700 ×605 pixels and 

available in PPM format. Two databases 

comprises of manual segmentations of blood 

vessels by two different specialists. Ground truth 

images from first specialist are used in evaluating 

the performance of the proposed method. 

IV. PROPOSED VESSEL SEGMENTATION 

ALGORITHM 

The proposed retinal vasculature segmentation 
technique consists of four steps: 1) preprocessing 
that includes the extraction of green band image 
from input RGB image of retina. 2) filtering by 
derivatives of Gaussian, 3) segmentation by 
modified local entropy thresholding algorithm to 
classify  vessels and background in the filtered 
image. 4) Post processing by length filtering to 
remove misclassified pixels.  
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RGB retinal image is separated into red, blue 
and green band image. The green band image is 
used as input to filter because it presents better 
vessel-background contrast [24] compared with 
other red and blue bands. Fig. 1(a) and Fig 1(b) 
shows the input RGB image of retina from 
STARE dataset output of preprocessing that is the 
green band image respectively.The gray level 
intensity profiles of the cross section of blood 
vessels in preprocessed images of retina can be 
modeled by a Gaussian shaped curve [21] hence 
Gaussian filter is designed to enhance the vessels. 

The zero-mean 2D Gaussian is expressed as: 
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Figure 1 Illustration of Pre-processing: (a) Retinal 
image from STARE database. (b) Extracted green 

band image of  the retinal image. 

 

Figure 2. Illustration of Gaussian filtered images: 

(a) Filtered image from FODOG b) Filtered image 

from SODOG 

A. FODOG 

  First order derivative of a 2D Gaussian can be 
obtained from equation –(2) as follows 
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Where, “σ” indicates filter scale; “L” is vessel 
length for which it is assumed to have fixed 
orientation. And hence vessel direction is assumed 
to be aligned along the y-axis.A group of 12, 
15x16 pixel filter kernels are designed and 
convolved with the fundus image. And in the 
resultant set of images highest magnitude at each 
pixel is selected as illustrated in Fig. 2(a). 

B.   SODOG  

Second order derivative of a Gaussian is 

obtained as 
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After introducing a normalizing multiplicative, 
we get SODOG mask as follows 
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The parameters are same as discussed in 
FODOG. Here we used eight 15x16 pixel filter 
kernels for convolving with fundus image. And in 
the resultant set of images highest magnitude at 
each pixel is selected, Fig. 2(b) represents filter 
response image. 

C. Modified Local Entropy Thresholding 

Here performance of the method is improved by 
introducing two alterations to existing co-
occurrence matrix.  

Cooccurrence matrix of the image I is a NM   
dimensional matrix R = [rlk]MxN  which tells about 
the intensity transition between neighbourhood 
pixels. The existing matrix [22] is asymmetric 
which considered horizontal right and vertical 
lower intensity transitions between adjacent pixels. 
Here the matrix is manipulated asymmetric by 
taking horizontal right and diagonal intensity 
transition between adjacent pixels. Hence, rld is 
represented by following equation: 

 =
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For every pixel (i, j) in an image I 

l = I (i, j); 

k = I (i, j + 1);  

d = I (i+ 1, j + 1); 

rlk = rld + 1; 

End 

Intensity transitions between adjacent pixels 
with gray levels l and k is expressed with 
probability of the co-occurrence Plk as shown, 
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Considering t, 10 − St , as initial threshold 
value co-occurrence matrix is divided into 4 parts, 
namely W, X, Y, and Z as shown in Fig. 3. 

 

Figure 3 Partitioned co-occurrence matrix 

Secondly, selecting the optimal threshold to 
classify foreground and background in the 
binarized image. 

Writing the equations for following parameters: 
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Normalization will result in the following 
equations for cell probabilities: 
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Figure 4. Illustration of segmentation and post-

processing on Filtered SODOG image: (a) 

Segmented image from modified entropy 

thresholding (b) Post-processed image after label 

filtering 

The second order local entropy of the vessel 
and non-vessel is given by equations (12) and (13) 
respectively. 
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 Therefore, final second order modified local 
entropy is written as 

( ) ( ) ( )tHtHtH YWT

222 +=
      

(14)                        

   The calculated ( )tHT
2  considered as threshold 

for vessel and non-vessel segmentation. 
Thresholding results for SODOG image of Fig. 
2(b), is shown in Fig. 4(a) where it can be 
observed that retinal vascular tree is clearly 
detected. 

D. Postprocessing 

From Fig. 4(b), it can be observed that there 

are some wrongly classified pixels. Clear 

segmented image can be obtained by removing 

these isolated pixels. Here post-processing uses 

label filtering in order to eliminate the isolated 

pixels. The Label filtering tries to identify the 

isolated elements on 8-connected neighboring 

pixel propagation. After filtering, the resulting 

groups that exceeding for e.g., 200 pixels are 

considered as vessel pixels. Fig. 4(b) presents  

result of post-processing. 

V. EXPERIMENT RESULTS 

A. Performance Measures 

Performance of the algorithm is quantified by 
comparing the final post-processed image with 
corresponding ground-truth image.  Here, for the 
two filter based segmentation methods the 
following parameters, percentage of sensitivity 

(Se), percentage of  specificity (Sp), percentage of  
accuracy (Acc), percentage of positive predictive 
value (Ppv) and  percentage of  Negative 
predictive value (Npv) are computed. These 
parameters are defined in Table I as 

TABLE I CONTINGENCY  CLASSIFICATION OF 

VESSELS 

 
Presence of 

Vessel pixel 
 

Absence of 

Vessel 

pixel 

Vessel 

pixel 

found 

 

True positive 

fraction(TPF) 

 

 

False 

positive 

fraction(FPF) 

Vessel 

pixel 

not 

found 

False negative 

fraction(FNF) 

True 

negative 

fraction 

(TNF) 

100(%) 
+

=
FNFTPF

TPF
Se     (15) 

100(%) 
+

=
FPFTNF

TNF
Sp        (16) 

100(%) 
+

=
FPFTPF

TPF
Ppv     (17) 

100(%) 
+

=
FNFTNF

TNF
Npv    (18) 

100(%) 
+++

+
=

FPFTNFFNFTPF

TNFTPF
Acc      (19) 

Se and Sp parameters indicate measure of good 
classified vessels and background pixels 
respectively. Ppv is a measure of pixels 
categorized as vessel pixels that are rightly 
categorized. Npv is a measure of pixels 
categorized as non vessel pixels that is rightly 
categorized. And Acc is overall measure of total 
well-categorized pixels.The performance of the 
two filter based methods are also evaluated with 
receiver operating characteristic (ROC) curves, 
which is a plot of true positive fractions (Se) 
versus false positive fractions (1-Sp).  

B. Proposed Method Evaluation 

 The performance results obtained from 
FODOG and SODOG on 20 images of STARE 
database is listed in Table II and III and of DRIVE 
database is listed in table IV and V. The tables 
show average Se, Sp, Ppv, Npv, and Acc values. 
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TABLE II PERFORMANCE OF FODOG ON IMAGES OF STARE DATASET 

Sl. No Se (%) Sp (%) 

Acc 

(%) 

Ppv 

(%) 

Npv 

(%) 

Im-01 96.28 92.59 94.14 90.33 97.2 

Im-02 98.32 86.6 91.88 85.76 98.43 

Im-03 98.15 89.44 93.28 87.97 98.4 

Im-04 95.22 97.8 96.79 96.54 96.94 

Im-05 96.31 94.86 95.48 93.35 97.17 

Im-06 98.46 93.31 95.66 92.52 98.64 

Im-07 98.7 93.93 96.16 93.47 98.79 

Im-08 99.12 94.02 96.45 93.77 99.15 

Im-09 98.68 95.81 97.15 95.38 98.8 

Im-10 97.78 96.41 97.03 95.67 98.17 

Im-11 98.83 94.5 96.53 94.04 98.93 

Im-12 98.82 96.57 97.63 96.23 98.93 

Im-13 98.41 95.01 96.59 94.5 98.56 

Im-14 98.55 94.85 96.58 94.41 98.67 

Im-15 97.1 96.7 96.88 95.84 97.71 

Im-16 94.51 97.15 96.06 95.87 96.19 

Im-17 98.15 96.28 97.14 95.75 98.38 

Im-18 98.27 98.68 98.5 98.27 98.68 

Im-19 98.1 97.95 98.01 97.16 98.64 

Im-20 97.53 94.98 96.08 93.63 98.07 

Average 97.76 94.87 96.2 94.02 98.22 

TABLE III PERFORMANCE RESULTS OF SODOG ON IMAGES OF STARE DATASET 

Sl. No Se (%) Sp (%) 

Acc 

(%) 

Ppv 

(%) 

Npv 

(%) 

Im-01 96.11 92.49 93.99 90.08 97.1 

Im-02 97.35 90.89 93.64 88.82 97.88 

Im-03 98.46 91.59 94.67 90.52 98.64 

Im-04 94.04 98.3 96.72 97.05 96.53 

Im-05 96.39 96.04 96.19 94.83 97.25 

Im-06 99.08 92.23 95.48 91.97 99.12 

Im-07 98.7 93.93 96.16 93.47 98.79 

Im-08 99.12 94.02 96.45 93.77 99.15 

Im-09 98.68 95.81 97.15 95.38 98.8 

Im-10 97.78 96.41 97.03 95.67 98.17 

Im-11 98.83 94.5 96.53 94.04 98.93 

Im-12 98.82 96.57 97.63 96.23 98.93 
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Im-13 98.41 95.01 96.59 94.5 98.56 

Im-14 98.55 94.85 96.58 94.41 98.67 

Im-15 97.1 96.7 96.88 95.84 97.71 

Im-16 94.51 97.15 96.06 95.87 96.19 

Im-17 98.15 96.28 97.14 95.75 98.38 

Im-18 98.27 98.68 98.5 98.27 98.68 

Im-19 98.1 97.95 98.01 97.16 98.64 

Im-20 97.53 94.98 96.08 93.63 98.07 

Average 97.7 95.22 96.37 94.36 98.21 

TABLE IV PERFORMANCE OF FODOG ON IMAGES OF  DRIVE DATASET 

Sl. No Se (%) Sp (%) 

Acc 

(%) 

Ppv 

(%) 

Npv 

(%) 

Im-01 96.79 96.61 96.69 95.67 97.5 

Im-02 95.48 97.49 96.63 96.56 96.68 

Im-03 92.63 98.36 96.15 97.26 95.5 

Im-04 93.58 98.62 96.66 97.74 96.02 

Im-05 94.95 97.98 96.74 97.03 96.54 

Im-06 91.86 98.78 96.19 97.82 95.31 

Im-07 96.44 95.46 95.88 94.15 97.25 

Im-08 93.83 96.76 95.63 94.78 96.15 

Im-09 95.4 97.36 96.57 96.07 96.9 

Im-10 94.72 97.95 96.67 96.77 96.61 

Im-11 95.16 96.75 96.1 95.29 96.65 

Im-12 94.26 97.89 96.47 96.65 96.36 

Im-13 94.04 97.8 96.29 96.63 96.07 

Im-14 97.2 95.93 96.48 94.87 97.79 

Im-15 98.26 92.88 95.32 91.96 98.48 

Im-16 95.56 96.64 96.19 95.29 96.83 

Im-17 92.13 98.16 95.98 96.57 95.68 

Im-18 94.35 98.13 96.67 96.92 96.53 

Im-19 96.44 97.65 97.14 96.8 97.39 

Im-20 94.79 98.11 96.84 96.9 96.8 

Average 94.89 97.27 96.36 96.09 96.65 

TABLE V PERFORMANCE OF SODOG ON IMAGES OF  DRIVE DATASET 

Sl. No Se (%) Sp (%) 

Acc 

(%) 

Ppv 

(%) 

Npv 

(%) 

Im-01 97.06 97.05 97.06 96.28 97.67 

Im-02 96.74 97.52 97.17 96.89 97.4 

Im-03 94.03 98.18 96.5 97.21 96.05 
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Im-04 95.82 98.24 97.22 97.54 96.99 

Im-05 96.52 97.81 97.25 97.12 97.34 

Im-06 95.76 97.43 96.72 96.5 96.88 

Im-07 93.28 98.64 96.58 97.71 95.92 

Im-08 92.82 97.62 95.84 95.85 95.83 

Im-09 94.28 98.61 96.94 97.71 96.48 

Im-10 97.69 96.02 96.76 95.21 98.09 

Im-11 96.78 95.58 96.1 94.41 97.47 

Im-12 97.15 96.56 96.82 95.69 97.73 

Im-13 95.19 98 96.82 97.15 96.6 

Im-14 97.33 96.92 97.1 96.11 97.89 

Im-15 98.21 95.11 96.51 94.3 98.47 

Im-16 95.24 98.01 96.87 97.09 96.72 

Im-17 94.84 97.93 96.7 96.82 96.63 

Im-18 94.52 98.39 96.89 97.38 96.6 

Im-19 98.02 96.77 97.34 96.2 98.32 

Im-20 96.08 97.99 97.21 97.05 97.32 

Average 95.87 97.42 96.82 96.51 97.12 

The ROC curves for DRIVE and STARE datasets 

using FODOG and SODOG filter methods                                                                                                                            

is shown in Fig. 5 and Fig. 6.From the ROC 

curves it is observed that FODOG and SODOG 

methods give better performance with STARE 

database when compared to DRIVE database. 

 

Figure 5. ROC curve for STARE and DRIVE 

databases using FODOG 

 

Figure 6. ROC curve for STARE and DRIVE 

databases using SODOG 

C .Comparison with Other Methods 

Here our method is compared with the other 

retinal vessel segmentation algorithms. We used 

Acc value as a performance measuring parameter. 

Since other authors also have performed this type 

of measurement. This choice enables us to 

compare our results with theirs. Tables VI shows 

performance comparison results in terms of Acc, 

with the other published algorithms. 
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TABLE VI  PERFORMANCE RESULTS 

COMPARED INTERMS OF 

AVERAGE ACCURACY WITH    OTHER 

METHODS 

ON THE STARE AND  DRIVE DATASETS 
 

Method Type Method STARE DRIVE STARE 

+ 

DRIVE 

Supervised Niemeijer 

et al. [8] 

0.9417 - - 

Staal et 

al. [9] 

0.9441 - - 

Soares et 

al. [10] 

0.9466 0.948 0.9473 

Ricci and 

Perfetti 

[11] 

0.9595 0.9646 0.9621 

Marin et 

al [12] 

0.9452 0.9526 0.9489 

Unsupervised Chaudhuri 

et al. [20] 

0.8773 - - 

Hoover et 

al. [21] 

- 0.9275 0.9471 

Mendonca 

et al. [25] 

0.9463 0.9479 0.896 

Jiang et 

al. [26] 

0.8911 0.9009 0.9377 

Martinez 

et al. [27] 

0.9344 0.941 - 

Cinsdikici 

and Aydin 

[34] 

0.9293 - - 

        

This 

Work 

FODOG          

SODOG 

0.962 0.9636 0.9628 

0.9637 0.9682 0.9659 

      

All the above segmentation techniques are 

explained in Section II. Values written in the table 

VI are reported by their authors for each dataset. 

The gaps in table indicate no calculation done for 

all 20 images. Last column in the table VI 

indicates overall average of accuracy on both the 

datasets. 

From table VI it is clear that our FODOG 

method gives better Acc values compared to all 

other segmentation techniques on STARE images. 

But on DRIVE images our method is out 

performed by Ricci and Perfetti [11]. Our 

approach outperforms the result of Acc value 

achieved by all other authors when both databases 

are considered.  

In case of SODOG method, our proposed 

algorithm clearly outperforms the Acc results of 

all other authors including our own FODOG 

technique on both STARE and DRIVE images 

and also it gives excellent Acc result when both 

the databases are considered.  

VI. DISCUSSION AND CONCLUSION 

Blood vessel segmentation and detection 

techniques reported in the literature are classified 

into supervised and unsupervised (Rule- based) 

methods. Our proposed method comes in 

unsupervised category. This algorithm uses 

Gaussian based filter technique. Here we used 

FODOG and SODOG filters followed by 

modified local entropy thresholding algorithm. 

The proposed SODOG method results in highest 

Acc value on both the databases. Acc value 

obtained by our method is higher than that 

obtained by all other authors including our own 

FODOG method as reported in the table VI. And 

the Acc value reached by FODOG method is 

slightly higher than that of Mendonca et al. [25], 

Soares et al. [10], and Marin et al. [13]. Although 

Ricci and Perfetti [11] approach gives higher Acc 

value with DRIVE database. But in case of 

STARE it is outperformed by FODOG. Retinal 

vasculature segmentation tool should work 

effectively on images taken with different 

equipment. Our unsupervised algorithm works 

robustly on both the STARE and DRIVE 

databases when compared with other supervise 

methods. 
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In addition, supervised methods require more 

computation time of around 1 minute 30 seconds 

as reported by Marin et al. [12].On the other hand, 

our proposed method retains the computational 

simplicity and faster segmentations as it does not 

need training images as in case of supervised 

methods of classification. The time needed in 

processing each retinal image is less than 5 

seconds, when run on a PC with an Intel Core 

i3CPU at 2.40GHz and 4 GB of RAM. And the 

method gives accurate segmentation results in the 

cases of normal as well as in obscure blood vessel 

retinal images. Even the smaller and tiny blood 

vessels can be detected.  

The effectiveness and robustness of our 

algorithm, with simpleness and fast execution 

makes it an appropriate tool for automated 

analysis of retinal images and thereby aids in 

prescreening process for early DR detection. 
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