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#### Abstract

This paper primarily focuses on the problem 'Vehicle Routing Problem with Inter Loading Facilities'. Suppose there are some cities/stations available. Among them some of the cities act as sources including head quarter and remaining cities act as destinations. All sources have some availability of goods/commodity/load and all destinations have the requirements of goods. The vehicle starts from the head quarter with given load capacity and supply requirements of some destinations. If all the destination requirements are satisfied then the vehicle comeback to the head quarter city. Suppose the load/goods of a vehicle is low while supplying the destinations, then there is a facility that the vehicle fill the sufficient load by visiting the near source station and supply the destinations. Here the vehicle need not visit all source cities while supplying the destination requirements, but all the destinations must be satisfied. The availability of goods at the source cities are always greater than or equal vehicle capacity. The aim of the problem is to get minimum distance/cost for satisfy all destinations subject to some conditions.
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## I. INTRODUCTION

Let $\mathbf{N}$ be the set of n stations defined as $\mathbf{N}=\{\mathbf{1 , 2}$, $3,4 \ldots \mathbf{n}\}$ and here the city ' 1 ' taken as the home city. Among them $\mathbf{S}$ is set of $\mathbf{k}$ sources including city $\mathbf{1}$ and defined as $\mathbf{S}=\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \boldsymbol{\alpha}_{3} \ldots \boldsymbol{\alpha}_{\mathrm{k}}\right\}$. Let $\mathbf{N}^{1}$ be the set of $\mathbf{n}-\mathbf{k}$ destinations defined as $\mathbf{N}^{\mathbf{1}}=\left\{\boldsymbol{\beta}_{\mathbf{1}}, \boldsymbol{\beta}_{\mathbf{2}}\right.$, $\left.\boldsymbol{\beta}_{3}, \ldots, \boldsymbol{\beta}_{\mathrm{n}-\mathrm{k}}\right\}$. Let the requirement of destination $\mathbf{j} \mathbf{\epsilon}$ $\mathbf{N}^{\mathbf{1}}$ is $\mathbf{D R}(\mathbf{j})$ and the capacity of the source $\mathbf{i} \mathbf{\epsilon} \mathbf{S}$ is $\mathbf{S C}$ (i). Let the vehicle load capacity be ' $\boldsymbol{\alpha}$ '. The vehicle starts its tour from the home city (say 1) and come back to it after supplying the
requirement of all n-k destinations. The vehicle may or may not visit all the k source stations in its tour. While supplying the destination requirements, if the load of a vehicle is less than the requirement of destination requirements then the vehicle must visit the nearest source city to filling the load up to its capacity and supply the destination requirements. Hence the objective of the problem is to find a minimum total distance in its tour while completing all the destination requirements subject to the conditions.

## II. MATHEMATICAL MODELING

$\operatorname{Min}(\mathrm{Z}) \equiv \sum_{i \in N} \sum_{j \in N} D(i, j) X(i, j)$,
$S \cup N^{1}=N, 1 \in S \& \mathrm{~S} \cap N^{1}=\emptyset$.
Under the conditions
$\sum_{i \in N} \sum_{j \in N} X(i, j)=m=|M|$,
$n-k \leq m \leq n, \quad M \subseteq N$
$\sum_{i \in S} S C(i) \geq \sum_{j \in N^{1}} D R(j)$
$\alpha, \beta \in S \quad$ Let $\alpha, \gamma_{1}, \gamma_{2}, \gamma_{3}, \ldots \ldots \ldots \ldots, \gamma_{p}, \beta$
be the sequence of cities $\alpha$ to $\beta$ in the tour

$$
\begin{equation*}
\sum_{i=1}^{p} D R\left(\gamma_{i}\right) \leq V L, \text { Where VL }=\boldsymbol{\alpha} \tag{5}
\end{equation*}
$$

$X(i, j)=1$ or 0
Equation (1) describes the objective function i.e. to minimize the total distance/cost subjected to constraints. Constraint (2) represents that the trip includes m cities.

The constraint (3) takes care of the restriction of availability and requirement of the product between sources and destinations, i.e., the sum of the available capacities at sources is more than the sum of the demands at destinations of a product. The constraint (4) assumes that the demand at the destination from source to source should be lesser than or equals vehicle capacity. (5)denotes that if the vehicle is traversed from $i$ to $j$ its value is 1 , else zero.

## III. NUMERICAL FORMULATION

The ideas and the algorithms are depicted by a suitable arithmetical specimen. where cities total no.is taken as $\mathbf{n}=\mathbf{9}(\mathbf{N}=\mathbf{1}$ to 9$)$ among them $\mathbf{1}$ be the head quarter (HQ), number of loading points/source facilities $k=\mathbf{3}(\mathbf{S}=\{\mathbf{1 , 4 , 8 \}})$ and remaining $\mathbf{6}$ cities are destinations $\left(\mathbf{N}^{1}=\{\mathbf{2 , 3}, 5\right.$, $\mathbf{6}, 7,9\})$. Let $\mathbf{S C}(\mathbf{i})$ is the availability of a product at sources and $\mathbf{D R}(\mathbf{j})$ is the condition of a product at the destinations. Now distance matrix $\mathbf{D}$ is shown in Table-1.

Table-1

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | SC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | $\infty$ | 0 | 24 | 40 | 3 | 10 | 29 | 27 | 39 | 100 |
|  | 2 | 31 | $\infty$ | 40 | 8 | 18 | 0 | 19 | 5 | 22 |  |
|  | 3 | 19 | 32 | $\infty$ | 1 | 38 | 8 | 31 | 10 | 21 |  |
|  | 4 | 22 | 18 | 24 | $\infty$ | 41 | 34 | 2 | 20 | 13 | 200 |
| $D($ (i.j $)=$ | 5 | 4 | 24 | 17 | 25 | $\infty$ | 31 | 21 | 20 | 32 |  |
|  | 6 | 26 | 7 | 23 | 1 | 23 | $\infty$ | 27 | 11 | 40 |  |
|  | 7 | 30 | 37 | 3 | 24 | 14 | 29 | $\infty$ | 35 | 28 |  |
|  | 8 | 26 | 29 | 14 | 34 | 28 | 6 | 11 | $\infty$ | 9 | 150 |
|  | 9 | 27 | 16 | 12 | 37 | 5 | 28 | 38 | 36 | $\infty$ |  |
|  | DR |  | 40 | 60 | - | 40 | 50 | 30 | - | 40 |  |

Suppose D (4, 7) = 2 means that the distance between the cities $\mathbf{4}$ and $\mathbf{7}$ is $\mathbf{2}$. More over $\mathbf{S C}$ and DR represent that the availability of sources and requirements of destinations. The source and destination arrays $\mathbf{S C}$ and $\mathbf{D R}$ are $\mathbf{S C}$ (i) = bmeans that the availability of source $\mathbf{i}$ isb and DR ( $\mathbf{j}$ ) $=\mathbf{c}$ means that the requirement of destination $\mathbf{j}$ is $\mathbf{c}$. Here $\mathbf{S C}(\mathbf{4})=\mathbf{2 0 0}$ means that the availability of source $\mathbf{4}$ is 200 and $D R(5)=40$ means that the requirement of destination 5 is $\mathbf{4 0}$. Here we have taken the vehicle capacity $\boldsymbol{\alpha}=\mathbf{1 0 0}$ units. The aim here is to get a least total distance to meet requirements at the destinations subjected to the constraints.

## IV. FEASIBLE SOLUTION

The ordered pair set $\{(1,2),(2,6),(6,8),(8,9)$, $(9,3),(3,4),(4,7),(7,5),(5,1)\}$ represents a feasible solution. In fig-1, values in ellipse denote name of the destination city and the values in the parenthesis of ellipse denotes the requirement of the destination city. The rectangle box represents sources/pickup points and its available capacity indicated in the respective parenthesis. The values along the arcs indicate the distance between the connected cities.

Figure - 1


In the above figure $\mathbf{- 1}$, the vehicle has started its trip from the home city 1 with sufficient load of 100 units. First, it has reached the destination city 2 and supplied the destination's requirement of $\mathbf{4 0}$ units, from city $\mathbf{2}$ the vehicle reached city $\mathbf{6}$ and supplied its requirement of $\mathbf{5 0}$ units. Now, the remaining load in the vehicle is only $\mathbf{1 0}$ units which are insufficient to the nearest destination city'srequirement. So, the vehicle reached the next nearest source city $\mathbf{8}$ to reload $\mathbf{9 0}$ units of its availability for shortage of vehicle loadand reached the destination city 9 andthen city 3 , there it supplied its requirements 40 and $\mathbf{6 0}$ units respectively. Now the load in the vehicle is $\mathbf{0}$ units. As above, the vehicle again reached the nearest source city $\mathbf{4}$ to reload $\mathbf{1 0 0}$ units of its availability for shortage of vehicle loadand reached its destination city7andthen city 5 to supply its requirement 30 and 40 units respectively. After completing the all destinations' requirements, the vehicle has come back to the home city. So, the trip has given a feasible solution. So the solution is
$\mathrm{Z}=\mathrm{D}(1,2)+\mathrm{D}(2,6)+\mathrm{D}(6,8)+\mathrm{D}(8,9)+\mathrm{D}(9,3)+$ $\mathrm{D}(3,4)+\mathrm{D}(4,7)+\mathrm{D}(7,5)+\mathrm{D}(5,1)$
$=0+0+11+9+12+1+2+14+4$
$=53$

## V. INFEASIBLE SOLUTION

Infeasible solution is one which does not satisfy all the conditions.Consider an ordered pair set $\{(\mathbf{1}$, $2),(2,6),(3,4),(6,4),(4,7),(7,3),(5,1),(8,9)$, $(\mathbf{9}, \mathbf{3})\}$ characterizes an infeasible solution.

Fig-2


From the above figure-2, the vehicle has started its trip from the home city 1 with sufficient load of $\mathbf{1 0 0}$ units. First it has reached the destination city $\mathbf{2}$ and supplied the destination's requirement of $\mathbf{4 0}$ units,from city $\mathbf{2}$, the vehicle reached city $\mathbf{6}$ and supplied its requirement of $\mathbf{5 0}$ units. After that the vehicle reached the source city 4 to reload, but the vehicle already approached the source city $\mathbf{4}$ from city $\mathbf{3}$, this leads to contradict the feasible conditions. Because, in the definition of the tour the vehicle should reach each city exactly only once. Now the vehicle reached the destination city 7 from source city $\mathbf{4}$, after supplied its requirement, the vehicle reached city $\mathbf{3}$. Further the vehicle comeback to head quarter city from city $\mathbf{5}$. This is again a contradiction that the vehicle has completed its tour without supplying the all destinations' requirements. Finally the vehicle started its trip from the source city $\mathbf{8}$ and reached the destination city 9 , there, it hassupplied its requirement from the vehicle; again it has reached another destination city $\mathbf{3}$ and supplied its requirement. The distance/cost for those pairs is

$$
\begin{aligned}
\mathrm{Z}= & \mathrm{D}(1,2)+\mathrm{D}(2,6)+\mathrm{D}(3,4)+\mathrm{D}(6,4)+\mathrm{D}(4,7)+ \\
& \mathrm{D}(7,3)+\mathrm{D}(5,1)+\mathrm{D}(8,9)+\mathrm{D}(9,3) \\
= & 0+0+1+1+2+3+4+9+12=32
\end{aligned}
$$

## 6. Algorithms

## (Algorithm for feasible checking)

STEP1 : IS (IC [CA] ==1) IF YES GOTO 1 IF NO GOTO 2

STEP2 : IS (b $[$ RA $]==1) \quad$ IF YES GOTO 4 IF NO GOTO 3
STEP3 : IS (b [CA]==1) IF YES GOTO 5 IF NO GOTO 20
STEP4: IS (b [CA]==1) IF YES
$\{\mathrm{DR}[\mathrm{RA}]=\mathrm{DR}[\mathrm{RA}]+\mathrm{DR}$ [CA]; GOTO 10\}
IF NO GOTO 20
STEP5: IS (SA [RA]>=DR [CA])
IF YES GOTO 6
IF NO GOTO 1
STEP6: W=CA
$A=R A$
GOTO 7
STEP7 : IS (SW [W] ==0) IF YES \{SA [W] =SA [A]-DR [W]; GOTO 11\}

IF NO GOTO 9
STEP8: ISb [W] ==1) IF YES GOTO 7
IF NO \{SA [A]=SA [RA]-DR [CA]; GOTO 21\}
STEP9: A=W
W=SW [W]
LC=LC+1
IS (W==RA) IF YES GOTO 10 IF NO GOTO 8
STEP10: IS (X>=DR [RA]) IF YES GOTO11 IF NO \{DR [RA] =DR [RA]-DR [CA]; GOTO 1\}

STEP11: DR [RA] =DR [RA]-DR [CA];
W=RA;
A=CA;
GOTO 12
STEP12: IS (SWI [W] ==0) IF YES
\{DR [W]=DR[W]+DR[A];
GOTO 11\}
IF NO GOTO 13
STEP13: M=SWI [W];
IS B [M] ==1) IF YES GOTO19

$$
\text { IF NO GOTO } 14
$$

STEP14: DR [W] =DR [W]+DR [A]

IS (SA [M]>=DR [W]) IF YES
\{QT=SA [M] - DR [W]; GOTO 15\}
IF NO GOTO 1
STEP15: W=CA
GOTO 16
STEP16: IS (SW [W] ==0) IF YES
\{SA [W] =QT; GOTO 11\}
IF NO GOTO 17
STEP17: IS (b [W] ==1) IF YES GOTO 18
IF NO \{SA [A] =QT; GOTO 21\}
STEP18: A=W
W=SW [W]
$\mathrm{LC}=\mathrm{LC}+1$
IS (W==RA) IF YES GOTO 10
IF NO GOTO 16
STEP19: DR [W] =DR[W]+DR [A]
$\mathrm{DR}[\mathrm{M}]=\mathrm{DR}[\mathrm{M}]+\mathrm{DR}[\mathrm{W}]$
IS (X>=DR[M]) IF YES
\{ $\mathrm{W}=\mathrm{M} ; \mathrm{A}=\mathrm{W}$; GOTO 12$\}$ IF NO GOTO 1
STEP20: W=CA;
GOTO 21
STEP21: IS (SW[W]==0) IF YES GOTO 11
IF NO GOTO 22
STEP22: LC=LC +1
W=SW [W]
IS (W==RA) IF YES GOTO 10 IF NO GOTO 21
STEP 21: $\mathrm{X}=1 \quad$ GO TO STOP
STEP 22: STOP

Begin with the partial word $\mathrm{L}_{1}=\left(\mathrm{a}_{1}\right)=(1) . \mathrm{L}_{\mathrm{k}}$ is constructed as $\mathrm{L}_{\mathrm{k}}=\mathrm{L}_{\mathrm{k}-1} *\left(\alpha_{\mathrm{p}}\right)$. * indicates chain formulation. One can compute the entries of V $\left(\mathrm{L}_{\mathrm{k}}\right)$ and $\mathrm{LB}\left(\mathrm{L}_{\mathrm{k}}\right)$ at once. Two situations arises one for branching and other for continuing the search.

1. LB $\left(\mathrm{L}_{\mathrm{k}}\right)<\mathrm{VT}$. Verifyf $\mathrm{L}_{\mathrm{k}}$ is feasible or not. If it is feasible go to a partial word of under $(k+1)$. This denotes a sub-block of the block of words represented by $L_{k}$ ? If $L_{k}$ is not feasible then consider the next partial word p by taking another letter which succeeds $a_{k}$ in the position. If all the words of order p are exhausted then we
consider the next partial word of order ( k 1).
2. LB $\left(\mathrm{L}_{k}\right) \geq$ VT. Here discardLk. Discard the block of word with $L_{k}$ as leader as not having optimum feasible solution and also reject all partial words of order $p$ that succeeds $L_{k}$.

Nowa Lexi-Search Algorithm to find an Optimal Feasible word is developed.Lexi-Search Algorithm

STEP 0: Initialization
The arrays SN, R, C, D, DC, B, M, LB, $\mathrm{V}, \mathrm{L}, \mathrm{DR}, \mathrm{r}, \mathrm{c}$ and values of N are made
available IR, IC, SW, SWI and ST are
initialized to zero. The values $\mathrm{I}=1, \mathrm{~J}=0$, $\mathrm{VT}=999$ and $\mathrm{Max}=\mathrm{N}^{2}-\mathrm{N}$
STEP 1: $\mathrm{J}=\mathrm{J}+1$;
$\mathrm{L}[\mathrm{K}]=\mathrm{J}$;
LC=1;
IS (J>Max) IF YES GOT 9
IF NO GOT 2
STEP 2: RA=r[J]
$\mathrm{CA}=\mathrm{c}[\mathrm{J}]$;
$\mathrm{V}[\mathrm{K}]=\mathrm{V}[\mathrm{K}-1]+\mathrm{d}[\mathrm{J}]$;
$\mathrm{LB}[\mathrm{K}]=\mathrm{V}[\mathrm{K}]+\mathrm{DC}[\mathrm{J}+\mathrm{n}-\mathrm{K}]-\mathrm{DC}[\mathrm{J}]$ GOTO 3

STEP 3: IS (LB[K]>=VT) IF YES GOTO

## IF NO GOTO 4

STEP 4: Check feasible (Using Algorithm 1)
IS (IX=0)

IF YES GO TO 2
IF YES GO TO 5
STEP 5: IS (LC==n) IF YES GOTO 8
IF NO GOT 6
STEP 6: IS (b[RA]==1) IF YES
\{DR[RA]=DR[RA] - DR[CA];
GOTO 1\}

$$
\text { IF NO GOTO } 1
$$

STEP 7: L[K]=J
IC[CA]=1
$\operatorname{IR}[R A]=1$
SWI[CA $]=$ RA
$\mathrm{SW}[\mathrm{RA}]=\mathrm{CA}$
$\mathrm{DR}[\mathrm{CA}]=0$
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$\mathrm{K}=\mathrm{K}+1$
GOTO STEP 1
STEP 8: VT=LB[K]
$\mathrm{L}[\mathrm{K}]=\mathrm{J}$
IS (b[RA]==1) IF YES
$\{\mathrm{DR}[\mathrm{RA}]=\mathrm{DR}[\mathrm{RA}]-\mathrm{DR}[\mathrm{CA}]$;
GOTO 10\}
IF NO GOTO 10
STEP 9: IS (K==1) IF YES GOTO 11
IF NO GOTO 10
STEP10: K=K-1
$\mathrm{J}=\mathrm{L}[\mathrm{K}]$
RA $=\mathrm{r}[\mathrm{J}]$
$\mathrm{CA}=\mathrm{c}[\mathrm{J}]$
$\mathrm{L}[\mathrm{J}]=0$
$\operatorname{IC}[\mathrm{CA}]=0$
$\operatorname{IR}[\mathrm{RA}]=0$
SWI[CA]=0
$\mathrm{SW}[\mathrm{RA}]=0$
$\mathrm{LB}[\mathrm{K}+1]=0$
$\mathrm{L}[\mathrm{K}+1]=0$
$\mathrm{V}[\mathrm{K}+1]=0$
IS (b[RA]==1) IF YES
\{DR[RA]=DR[RA] - DR[CA];
GOTO 1\}
IF NO GOTO 1
STEP11: STOP/END

The current value of VT at the end of the search is the value of the optimal feasible word. At the end if $\mathrm{VT}=999$ it shows that feasible solution does not exist

## VII. SEARCH TABLE

The steps of getting an optimal word with the above algorithm for the numerical example isappeared in Tab-6. (1), (2), (3), (4), (5), (6), (7), (8) and (9) provides the letters in the first, second, third, fourth, fifth, sixth, seventh, eighth and ninthpositions of a word. Next two columns V and LB are indicate value and lower bound of the respective partial word. R and C contribute the row and column indices of the letter. The last column offers the remarks concerning the suitability of the partial words (i.e. if a partial word is feasible word then accept the letter otherwise reject the letter) and here A indicates
the acceptance and R for rejectance of the letter in the respective position.

Tab-6

| SN | 1 | 2 | 3 | 45 | 56 | 7 | 8 | 9 V | $\left\lvert\, \begin{aligned} & \mathbf{L} \\ & \mathbf{B} \end{aligned}\right.$ | R | C | R $\mathbf{e}$ $\mathbf{m}$ $\mathbf{m}$ $\mathbf{a r}$ $\mathbf{k s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |  |  |  | 0 | $\begin{aligned} & 1 \\ & 9 \end{aligned}$ | 1 | 2 | A |
| 2 |  | 2 |  |  |  |  |  | 0 | $\begin{aligned} & 1 \\ & 9 \end{aligned}$ | 2 | 6 | A |
| 3 |  |  | 3 |  |  |  |  | 1 | $\begin{aligned} & 1 \\ & 9 \end{aligned}$ | 3 | 4 | A |
| 4 |  |  |  | 4 |  |  |  | 2 | $\begin{aligned} & 1 \\ & 9 \end{aligned}$ | 6 | 4 | R |
| 5 |  |  |  | 5 |  |  |  | 3 | $\begin{aligned} & 2 \\ & 3 \end{aligned}$ | 4 | 7 | A |
| 6 |  |  |  |  | 6 |  |  | 6 | $\begin{aligned} & 2 \\ & 3 \end{aligned}$ | 1 | 5 | R |
| 7 |  |  |  |  | 7 |  |  | 6 | $\begin{array}{\|l\|} \hline 2 \\ 6 \end{array}$ | 7 | 3 | R |
| 8 |  |  |  |  | 8 |  |  | 7 | $\begin{array}{\|l\|} \hline 3 \\ 0 \end{array}$ | 5 | 1 | A |
| 9 |  |  |  |  | 9 |  |  | 1 | 3 <br> 0 | 2 | 8 | R |
| 10 |  |  |  |  | 1 |  |  | 1  <br> 2  <br>   | 3 <br> 3 | 9 | 5 | R |
| 11 |  |  |  |  | 1 |  |  | 1 3 | \| 3 | 8 | 6 | R |
| 12 |  |  |  |  | 1 |  |  | 1 | 3 <br> 9 | 6 | 2 | R |
| 13 |  |  |  |  | 1 |  |  | 1 | 4 | 2 | 4 | R |
| 14 |  |  |  |  | 1 |  |  | 1 |  <br> 4 <br> 4 | 3 | 6 | R |
| 15 |  |  |  |  | 1 |  |  | 1 | 4 <br> 7 | 8 | 9 | A |
| 16 |  |  |  |  |  | 1 6 |  | 2 | 4 <br> 7 | 1 | 6 | R |
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| 17 |  |  |  |  | 1 <br> 7 |  |  | 4 <br> 8 | 3 |  | 8 | R |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 18 |  |  |  |  | 1 8 |  |  | 5 | 6 |  | 8 | A |
| 19 |  |  |  |  |  | 1 | 3 | 5 | 8 |  | 7 | R |
| 20 |  |  |  |  |  | 2 | 3 9 | 5 | 9 |  | 3 | A |
| 21 |  |  |  |  |  |  | 2 5 <br> 1 2 | 5 | 4 |  | 9 | R |
| 22 |  |  |  |  |  |  | 2 5 <br> 2 3 | $\begin{aligned} & 5 \\ & 3 \end{aligned}$ | 7 |  | 5 | A, <br> V <br> T <br> $=5$ <br> 3 |
| 23 |  |  |  |  |  | $\begin{aligned} & 2 \\ & 1 \end{aligned}$ | 4 | $\begin{aligned} & 5 \\ & 4 \end{aligned}$ | 4 |  | 9 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 24 |  |  |  |  | 1 9 |  | 2 | 5 | 8 |  | 7 | R |
| 25 |  |  |  |  | $\begin{aligned} & 2 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & 2 \\ & 8 \end{aligned}$ | $\begin{aligned} & 5 \\ & 5 \end{aligned}$ | 9 |  | 3 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 26 |  |  |  | 1 |  |  |  | 4 9 | 1 |  | 6 | R |
| 27 |  |  |  | 1 7 |  |  | 1 | 5 1 | 3 |  | 8 | R |
| 28 |  |  |  | $\begin{array}{\|l\|} 1 \\ 8 \end{array}$ |  |  | 1 | 5 | 6 |  | 8 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 29 |  |  | 9 |  |  |  | 8 | 3 | 2 | 2 | 8 | R |
| 30 |  |  | 1 |  |  |  | 8 | 3 7 | 9 |  | 5 | A |
| 31 |  |  |  | 1 1 |  |  |  | 3 | 8 | 8 | 6 | R |
| 32 |  |  |  | 1 2 |  |  |  | 4 0 |  | 6 | 2 | R |



| 51 |  |  |  |  | 1 3 |  | $\begin{array}{\|l\|} \hline 2 \\ 1 \end{array}$ | 3 <br> 8 | 2 | 4 | R |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 52 |  |  |  |  | 1 4 |  | $\begin{aligned} & 2 \\ & 1 \end{aligned}$ | $\begin{aligned} & 4 \\ & 0 \end{aligned}$ | 3 | 6 | R |
| 53 |  |  |  |  | 1 5 |  | $\begin{aligned} & 2 \\ & 2 \end{aligned}$ | $\begin{array}{\|l\|} \hline 4 \\ 2 \end{array}$ | 8 | 9 | R |
| 54 |  |  |  |  | 1 6 |  | $\begin{aligned} & 2 \\ & 3 \end{aligned}$ | $\begin{aligned} & 4 \\ & 4 \end{aligned}$ | 1 | 6 | R |
| 55 |  |  |  |  | 1 7 |  | $\begin{aligned} & 2 \\ & 3 \end{aligned}$ | $\begin{array}{\|l\|} \hline 4 \\ 5 \end{array}$ | 3 | 8 | R |
| 56 |  |  |  |  | 1 8 |  | 2 4 | $\begin{array}{\|l\|} \hline 4 \\ 7 \end{array}$ | 6 | 8 | A |
| 57 |  |  |  |  |  |  | 3 | $\begin{aligned} & 4 \\ & 7 \end{aligned}$ | 8 | 7 | A |
| 58 |  |  |  |  |  |  | 4 | $\begin{aligned} & 4 \\ & 7 \end{aligned}$ | 9 | 3 | R |
| 59 |  |  |  |  |  |  | $\begin{array}{l\|l} 2 & 4 \\ 8 \end{array}$ | $\begin{aligned} & 4 \\ & 8 \end{aligned}$ | 4 | 9 |  |
| 60 |  |  |  |  |  |  | $\begin{aligned} & 3 \\ & 6 \end{aligned}$ | $\begin{aligned} & 4 \\ & 9 \end{aligned}$ | 9 | 3 |  |
| 61 |  |  |  |  | $\begin{array}{\|l\|} 1 \\ 9 \end{array}$ |  | $\begin{aligned} & 2 \\ & 4 \end{aligned}$ | $\begin{aligned} & 4 \\ & 9 \end{aligned}$ | 8 | 7 |  |
| 62 |  |  |  | 1 |  |  | 1 4 | $\begin{aligned} & \hline 3 \\ & 7 \end{aligned}$ | 8 | 6 | R |
| 63 |  |  |  | 1 |  |  | $\begin{aligned} & 1 \\ & 5 \end{aligned}$ | $\begin{aligned} & 4 \\ & 0 \end{aligned}$ | 6 | 2 | R |
| 64 |  |  |  | 1 3 |  |  | $\begin{aligned} & 1 \\ & 6 \end{aligned}$ | $\begin{aligned} & 4 \\ & 3 \end{aligned}$ | 2 | 4 | R |
| 65 |  |  |  | 1 <br> 4 |  |  | $\begin{aligned} & 1 \\ & 6 \end{aligned}$ | $\begin{array}{\|l\|} \hline 4 \\ 5 \end{array}$ | 3 | 6 | R |
| 66 |  |  |  | 1 5 |  |  | 1 | 4 | 8 | 9 | V |


| 67 |  |  |  |  | 9 |  |  |  | 9 | 3 | 2 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


|  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 101 |  |  |  |  | 1 2 | 2 2 | 3 <br> 0 | 6 |  | 2 | R |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 102 |  |  |  |  | 1 3 | 2 3 | 3 <br> 1 |  | 2 | 4 | R |
| 103 |  |  |  |  | 1 4 | 2 <br> 3 | 3 | 3 | 3 | 6 | R |
| 104 |  |  |  |  | 1 | 2 <br> 4 | 3 <br> 4 | 8 | 8 | 9 | A |
| 105 |  |  |  |  |  | 1 3  <br> 6 4  | 3 | 1 |  | 6 | R |
| 106 |  |  |  |  |  | $\begin{array}{lll}1 & 3 \\ 7 & 4\end{array}$ | $\begin{aligned} & 3 \\ & 4 \end{aligned}$ | 3 |  | 8 | $\begin{aligned} & \mathrm{A}, \\ & \mathrm{~V} \\ & \mathrm{~T} \\ & =3 \\ & 4 \end{aligned}$ |
| 107 |  |  |  |  | $\begin{array}{\|l\|} 1 \\ 6 \end{array}$ | 2 | $\begin{aligned} & 3 \\ & 5 \end{aligned}$ | 1 |  | 6 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 108 |  |  |  | $\begin{array}{\|l\|} \hline 1 \\ 1 \end{array}$ |  | 1 | 3 1 | 8 | 8 | 6 | R |
| 109 |  |  |  | 1 2 |  | 1 <br> 7 | 3 | 6 | 6 | 2 | R |
| 110 |  |  |  | $\left.\begin{array}{\|l\|} 1 \\ 3 \end{array} \right\rvert\,$ |  | $\begin{array}{l\|} 1 \\ 8 \end{array}$ | $\begin{aligned} & 3 \\ & 5 \end{aligned}$ | 2 | 2 | 4 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 111 |  |  | 9 |  |  |  | 2 2 | 2 | 2 | 8 | R |
| 112 |  |  | 1 |  |  |  | 3 <br> 2 | 9 | 9 | 5 | A |
| 113 |  |  |  | 1 <br> 1 |  | 1 | 3 <br> 2 | 8 | 8 | 6 | R |
| 114 |  |  |  | $\left.\begin{array}{\|l\|} 1 \\ 2 \end{array} \right\rvert\,$ |  | 1 | $\begin{aligned} & 3 \\ & 4 \end{aligned}$ | 6 | 6 | 2 | R, |
| 115 |  |  | $\begin{aligned} & 1 \\ & 1 \end{aligned}$ |  |  | 1 | $\begin{aligned} & 3 \\ & 5 \end{aligned}$ | 8 | 8 | 6 | R, $>$ $>$ V T |



\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \& \& \& \& \& \& \& \& \& \& <br>
\hline 131 \& \& 6 \& \& \& \& 5 \& \& 1 \& 5 \& R <br>
\hline 132 \& \& 7 \& \& \& \& 5 \& \& 7 \& 3 \& A <br>
\hline 133 \& \& \& 8 \& \& \& 9 \& \& 5 \& 1 \& A <br>
\hline 134 \& \& \& \& 9 \& \& 1 \& 3 \& 2 \& 8 \& R <br>
\hline 135 \& \& \& \& $$
\begin{array}{|l|l|}
\hline 1 \\
0
\end{array}
$$ \& \& $$
\begin{aligned}
& 1 \\
& 4
\end{aligned}
$$ \& $$
\begin{aligned}
& 3 \\
& 5
\end{aligned}
$$ \& 9 \& 5 \& R
$>$
V
T <br>
\hline 136 \& \& \& 9 \& \& \& $$
\begin{aligned}
& 1 \\
& 0
\end{aligned}
$$ \& \& 2 \& 8 \& R
$>$
V

T <br>

\hline 137 \& \& 8 \& \& \& \& 6 \& $$
\begin{aligned}
& 3 \\
& 7
\end{aligned}
$$ \& 5 \& 1 \& T <br>

\hline 138 \& \& 6 \& \& \& \& 3 \& 3
3 \& 1 \& 5 \& R <br>

\hline 139 \& \& 7 \& \& \& \& 3 \& $$
\begin{aligned}
& 3 \\
& 8
\end{aligned}
$$ \& 7 \& 3 \& V <br>

\hline 140 \& 3 \& \& \& \& \& 1 \& $$
\begin{aligned}
& 2 \\
& 4
\end{aligned}
$$ \& 3 \& 4 \& A <br>

\hline 141 \& \& 4 \& \& \& \& 2 \& 2 \& 6 \& 4 \& R <br>

\hline 142 \& \& 5 \& \& \& \& 3 \& $$
\begin{aligned}
& 2 \\
& 9
\end{aligned}
$$ \& 4 \& 7 \& A <br>

\hline 143 \& \& 6 \& \& \& \& 6 \& $$
\begin{aligned}
& 2 \\
& 9
\end{aligned}
$$ \& 1 \& 5 \& R <br>

\hline 144 \& \& 7 \& \& \& \& 6 \& 3
3 \& 7 \& 3 \& R <br>

\hline 145 \& \& \& \& \& \& 7 \& $$
\left.\begin{array}{|l|}
\hline 3 \\
8
\end{array} \right\rvert\,
$$ \& 5 \& 1 \& V <br>

\hline
\end{tabular}

| 146 |  |  | 6 |  |  |  |  | 4 | 3 | 1 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


|  |  |  |  |  |  |  | 4 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 161 |  | 5 |  |  |  | 3 | $\begin{aligned} & 2 \\ & 9 \end{aligned}$ | 4 |  | 7 | A |
| 162 |  |  | 6 |  |  | 6 | $\begin{aligned} & 2 \\ & 9 \end{aligned}$ | 1 |  | 5 | A |
| 163 |  |  | 7 |  |  | 9 | $\begin{aligned} & 2 \\ & 9 \end{aligned}$ | 7 |  | 3 | R |
| 164 |  |  | 8 |  |  | 1 | 3 3 | 5 |  | 1 | R |
| 165 |  |  | 9 |  |  |  | $\begin{aligned} & 3 \\ & 7 \end{aligned}$ | 2 |  | 8 | $\begin{aligned} & \hline \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 166 |  |  | 7 |  |  | 6 | $\begin{aligned} & 3 \\ & 3 \end{aligned}$ | 7 |  | 3 | R |
| 167 |  |  | 8 |  |  | 7 | $\begin{aligned} & 3 \\ & 8 \end{aligned}$ | 5 |  |  | $\begin{aligned} & \hline \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 168 |  | 6 |  |  |  | 4 | $\begin{array}{\|l} 3 \\ 4 \end{array}$ | 1 |  | 5 | $\begin{aligned} & \hline \mathrm{R}, \\ & = \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 169 | 4 |  |  |  |  | 1 | $\begin{aligned} & 2 \\ & 9 \end{aligned}$ | 6 |  | 4 | A |
| 170 |  | 5 |  |  |  | 3 | $\begin{aligned} & 2 \\ & 9 \end{aligned}$ | 4 |  | 7 | A |
| 171 |  |  | 6 |  |  | 6 | $\begin{aligned} & 2 \\ & 9 \end{aligned}$ | 1 |  | 5 | A |
| 172 |  |  | 7 |  |  | 9 | $\begin{array}{\|l} 2 \\ 9 \end{array}$ | 7 |  | 3 | A |
| 173 |  |  |  | 8 |  |  | 1 2 <br> 3 9 | 5 |  | 1 | R |
| 174 |  |  |  | 9 |  | 1 | 1 3 <br> 4 2 | 2 |  | 8 | R |
| 175 |  |  |  | $\begin{aligned} & 1 \\ & 0 \end{aligned}$ |  | 1 | 3 | 9 |  | 5 | 俍, |
| 176 |  |  | 8 |  |  | 1 0 | 1 3 <br> 0 3 | 5 |  | 1 | R |


| 177 |  |  |  | 9 |  |  |  | $\begin{aligned} & 3 \\ & 7 \end{aligned}$ | 2 | 2 | 8 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 178 |  |  | 7 |  |  |  | 6 | $5 \left\lvert\, \begin{aligned} & 3 \\ & 3 \end{aligned}\right.$ |  | 7 | 3 | A |
| 179 |  |  |  | 8 |  |  |  | 1 3 <br> 0 3 |  | 5 | 1 | A |
| 180 |  |  |  |  | 9 |  |  | $\begin{array}{l\|l} 1 & 3 \\ 5 & 3 \end{array}$ |  | 2 | 8 | R |
| 181 |  |  |  |  | $\begin{aligned} & 1 \\ & 0 \end{aligned}$ |  |  | $\begin{array}{l\|l} 1 & 3 \\ 5 & 6 \end{array}$ |  | 9 | 5 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 182 |  |  |  | 9 |  |  |  | $\begin{array}{l\|l} 1 & 3 \\ 1 & 7 \end{array}$ |  | 2 | 8 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 183 |  |  | 8 |  |  |  | 7 | $7 \begin{array}{l\|l} 3 \\ 8 \end{array}$ |  | 5 | 1 | $\begin{aligned} & \hline \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~V} \end{aligned}$ |
| 184 |  |  |  |  |  |  | 4 | $4 \left\lvert\, \begin{array}{l\|l} 3 \\ 4 \end{array}\right.$ |  | 1 | 5 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 185 |  | 5 |  |  |  |  | 2 | $\begin{array}{l\|l} 2 & 3 \\ 5 \end{array}$ |  | 4 | 7 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 186 | 3 |  |  |  |  |  | 1 | $\begin{array}{l\|l\|} \hline 1 & 3 \\ 0 \end{array}$ |  | 3 | 4 | A |
| 187 |  | 4 |  |  |  |  | 2 | $2 \begin{array}{l\|l} 3 \\ \hline \end{array}$ |  | 6 | 4 | R |
| 188 |  | 5 |  |  |  |  | 3 | $\begin{array}{l\|l} 3 & 3 \\ & 6 \end{array}$ |  | 4 | 7 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |
| 189 | 4 |  |  |  |  |  | 1 | 113 |  | 6 | 4 | $\begin{aligned} & \mathrm{R}, \\ & > \\ & \mathrm{V} \\ & \mathrm{~T} \end{aligned}$ |

Published by: The Mattingley Publishing Co., Inc.

## VIII. COMMENTS

Shaded row in the Tab-6, presents optimal solution and at end of the search the current value of VT is 34. Then the partial word is $\mathbf{L} \boldsymbol{9}=(\mathbf{1}, \mathbf{2}, 4,5,7,8,10,15$, 17) is an optimal feasible word. It is known in the $106{ }^{\text {th }}$ row of the search table. For this optimal word the arrays $\mathrm{L}, \mathrm{IR}, \mathrm{IC}, \mathrm{SW}$ and ST are appearing in the following Tab - 7.Tab -7

|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{L}$ | 1 | 2 | 4 | 5 | 7 | 8 | 10 | 15 | 17 |
| IR | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| IC | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| SW | 2 | 6 | 8 | 7 | 1 | 4 | 3 | 9 | 5 |

Figure - 3


At the end of the search table the optimal solution value of VT is $\mathbf{3 4}$ and is the value of optimal feasible word $L_{9}=(\mathbf{1 , 2 , 4 , 5 , 7 , 8 , 1 0 1 5 , 1 7 ) . ~ F i g - 3 ~ r e p r e s e n t s ~}$ the optimal solution of the problem.
From the above figure-3, the vehicle has started its trip from the home city 1 with sufficient load of $\mathbf{1 0 0}$ units. First it has reached the destination city 2 and supplied its requirement of $\mathbf{4 0}$ units. From city 2, the vehicle reached city 6 and supplied its requirement of 50 units. Now, the remaining load in the vehicle is only $\mathbf{1 0}$ units which are insufficient for the nearest destination city's requirement. So, the vehicle reached the
nearest source city 4 to reload 90 units of its availability for shortage of vehicle loadand reached the destination city7andthen city 3 , there it supplied its requirement $\mathbf{3 0}$ and $\mathbf{6 0}$ units respectively. Now the load in the vehicle is only 10 units. As above, the vehicle again approached the nearest source city $\mathbf{8}$ to reload 90 units of its availability for shortage of vehicle loadand reached destination city9 andthen 5, there it supplied its requirement 40 and 40 units respectively. After completed the all destinations requirement, the vehicle has come back to the home city. So, the trip has given a feasible solution. Therefore the value of the solution is:

$$
\begin{aligned}
\mathrm{Z}= & \mathrm{D}(1,2)+\mathrm{D}(2,6)+\mathrm{D}(6,4)+\mathrm{D}(4,7)+ \\
& \mathrm{D}(7,3)+\mathrm{D}(3,8)+\mathrm{D}(8,9)+\mathrm{D}(9,5)+\mathrm{D}(5,1) \\
= & 0+0+1+2+3+10+9+5+4 \\
= & 34 \text { units }
\end{aligned}
$$

$\{(1,2),(2,6),(6,4),(4,7),(7,3),(3,8),(8,9),(9$, $5),(5,1)\}$ representing the pattern in Tab-8, is a feasible solution. In keeping with the pattern signified in fig-3, itsatisfies all the constraints in Mathematical Formulation.

Tab-8

$$
X(i, j)=\left[\begin{array}{llllllllll}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right]
$$

## IX. EXPERIMENTAL RESULTS

In the below tab-10, the last two columns display the CPU run time of published and
proposed models. As compared the two models of sizes $\mathrm{N}=5,10,12,15 \& 20$ the runtime of this instance with the existing model are $0.054945 \mathrm{sec}, \quad 0.109890 \mathrm{sec}, \quad 0.164835 \mathrm{sec}$, $0.439560 \mathrm{sec} \& 1.318681 \mathrm{sec}$ and the proposed model took $0.0 \mathrm{sec}, 0.0 \mathrm{sec}, 0.0 \mathrm{sec}, 0.1035 \mathrm{sec} \&$ 0.2481 sec. , it is sensibly less time. The present model takes very less computational time for getting the optimal solution. Therefore the present model can be chosen for solving the higher dimensional problems also.

Table-9

| $\mathbf{S N}$ | $\mathbf{N}$ | $\mathbf{S}$ | $\mathbf{D}$ | $\mathbf{N P T}$ | $\mathbf{V T}$ | CPU Run <br> Time in <br> seconds |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Avg. AT+ <br> ST |  |
| $\mathbf{1}$ | 5 | 2 | 3 | 6 | 35 | 0.0000 |
| $\mathbf{2}$ | 10 | 4 | 6 | 6 | 55 | 0.0000 |
| $\mathbf{3}$ | 12 | 5 | 7 | 8 | 79 | 0.0000 |
| $\mathbf{4}$ | 15 | 6 | 9 | 7 | 87 | 0.1035 |
| $\mathbf{5}$ | 17 | 6 | 11 | 7 | 98 | 0.1089 |
| $\mathbf{6}$ | 20 | 8 | 12 | 6 | 107 | 0.2481 |
| $\mathbf{7}$ | 22 | 9 | 13 | 6 | 119 | 0.2735 |
| $\mathbf{8}$ | 25 | 10 | 15 | 6 | 124 | 0.3548 |
| $\mathbf{9}$ | 28 | 13 | 15 | 6 | 132 | 0.5196 |
| $\mathbf{1 0}$ | 30 | 14 | 16 | 6 | 148 | 0.6743 |
| $\mathbf{1 1}$ | 35 | 17 | 18 | 5 | 167 | 0.6894 |
| $\mathbf{1 2}$ | 40 | 18 | 22 | 5 | 185 | 0.8193 |

Table-10

| S. No. | No. of <br> cities | Published <br> model | Proposed <br> model |
| :---: | :---: | :---: | :---: |


| 1 | 5 | 0.054945 | 0.0000 |
| :---: | :---: | :---: | :---: |
| 2 | 10 | 0.109890 | 0.0000 |
| 3 | 12 | 0.164835 | 0.0000 |
| 4 | 15 | 0.439560 | 0.1035 |
| 5 | 20 | 1.318681 | 0.2481 |

In the above Table-10, the last two columns show the CPU run time of published model and proposed model. As compared the two models of sizes $\mathrm{N}=5,10,12,15 \& 20$. The runtime of this instance with the existing model are $0.054945 \mathrm{sec}, \quad 0.109890 \mathrm{sec}, \quad 0.164835 \mathrm{sec}$, $0.439560 \mathrm{sec} \& 1.318681 \mathrm{sec}$ and the proposed model took $0.0 \mathrm{sec}, 0.0 \mathrm{sec}, 0.0 \mathrm{sec}, 0.1035 \mathrm{sec} \&$ 0.2481 sec., it is reasonably less time.The present model takes very less computational time for finding the optimal solution. Hence, suggested the present model for solving the higher dimensional problems also.The graphical picture of the CPU run time for the two models given in the above 5 instances is depicted below. In the Graph-1, horizontal axis take the SN and vertical axis take the values of CPU run time for the published and proposed models.

## Graph-1



## X. CONCLUSIONS AND FUTURE RESEARCH

In the discourse an exact algorithm known as Lexi-Search Algorithm (LSA)usingPattern Recognition Technique(PRT)has been proposed in order to solve Vehicle Rooting Problem with Inter Loading Facilities. At the first stage the model is formulated into a Zero-One programming problem and in the next stage its optimal solution is obtained by using LSA built on PRT.The solution technique has been presented with appropriate numerical examples. The proposed algorithm has been sketched out using C-language. Furthermore all the computational details are displayed. Altogether the CPU run time is fairly less for higher values to parameters of the problem to obtain optimal solution. In the context of future researchIn the context of future research two problems namely a Variant Constraint Bulk Transshipment Problem and Minimum Spanning Connectivity of Clustered Cities to the Head Quarter City can be projected and investigated by the use of C-Language.
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