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Abstract: Alzheimer’s disease (AD) also known as Dementia. It is a most 

vulnerable disease in our human brain which can be detected with the help 

of EEG signals. Further, this paper represents the review of AD and EEG 

signals, it consists of totally 161 subjects of which 79 subjects with AD 

and 82 subjects with cognitive normal.Besides, two parametric functions 

are compared for further results. Based on the experimental analysis, it can 

be measured that AR pole tracking with 15th order using FBNN reported 

the highest classification accuracy of 97.5 per cent with specificity 94%, 

sensitivity 97% and F measure 91% when compared to FFNN algorithm. 
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_____________________________________________________________________________________________ 

 

I. INTRODUCTION 

One of the complex diseases in our human body is 

Alzheimer’s Disease (AD). It is otherwise known 

as dementia (or)memory loss which occurs at the 

age of 65. It has ability to change the thinking and 

behavior of the patients also it reducesthe people’s 

day to day activities. In current progress these 

diseases are diagnosed through 

Electroencephalogram (EEG) Signals. The electric 

current is produced by human brain within few 

microvolts and the continuous brain activities are 

observed between 20 – 40 minutes which leads to 

generate the EEG signal. Further, it consists of 

four typesi.e). alpha, beta, theta and delta waves. 

These waves help to identify diseases such as 

insomnia and epilepsy [1]. 

 

In recent years, the testing of neuro imaging data 

has supported many researches for early detection 

and accurate analysis of an Alzheimer’s disease. It 

is diagnosed using MRI which taken by MRI 

scanner and produce images in the form of 

scanner tissue, but it is time consumption process. 

Hence, several software programs are available 

for an automatic classification of grey matter. 

Following, the detection of gray matter possible 

which is highly viewed in the study of MRI data 

based on fractal measurement [2, 3], independent 

component analysis [4]and advanced local binary 

pattern of brain [5]. Thus the early detection of 

MRI data is highly possible in AD [6]. Further, 

this paper contributes various parametric functions 

and compares the results based on good prediction 

algorithms. 

II. DATA COLLECTION 

In this study, data set was acquired through 

auditory oddball paradigm to analyze the 

Alzheimer disease. The dataset used in this 

mailto:shafiqmansoor.j@kahedu.edu.in


 

March - April 2020 
ISSN: 0193-4120 Page No. 9992 - 9996 

 
 

9993 
 

 

Published by: The Mattingley Publishing Co., Inc. 

research work consist of totally 161 subjects of 

which 79 subjects EEG signals with AD and 82 

subjects EEG signals with cognitive normal. 

Three different types of auditory signals were 

stimulated with 1 K Hz and 2 K Hz. Duration of 

the presentation of the stimuli is 30 minutes. 16 

channel EEG is used to acquire the signal along 

with 256 Hz of sampling frequency. The evoked 

potential response signals were averaged and 

classified with AD and Cognitive normal. 

 

III. PARAMETRIC CLASSIFICATION 

Feed forward Neural Network (FNN) 

In multilayer neural networks, the information 

processing takes place only in the fed forward 

path, through the input layer, output layer and 

hidden layer.   A MFNN is said to be static neural 

network model because it is characterized by non-

linear equations that are memory less. In general, 

a single neuron computes the weighted input 

values and obtains output values through a non-

linear activation function with a threshold. The 

Feed-forward neural networks (FNN) are widely 

used for pattern classification, due to probability 

distribution (or) classify the distant regions. It is 

mainly used for accurate classification of input 

data into various classes were these are obtained 

by pretrained model. Generally, the FNN 

architecture consists of multilayer neural network 

for specific application as shown in the fig. 1. 

 

 

Fig. 2 Diagram of Feed forward Neural Network 

(FNN)[30] 

The major property of FNN are assigned in three 

ways i) Network topology, ii) the training and iii) 

activation function of neuron. The network might 

have more layers of neurons and its architecture 

supported for a feed-forward network. Similarly, 

linear neurons are selected for the output layer. 

Finally, the configuration represents the input 

neurons, hidden layer, and it indicates the brain 

underAD. 

 

Feedback Neural Network (FBNN) 

The feedback neural network consists of arbitrary 

functions of neurons which have feedback 

interactions among different layers, but it is 

suitable for simple set of neurons. It consists of 

many feedback connections between the neurons. 

It is a dynamic network even at evolve in either 

continuous or discrete time.  In general, the fig.1 

shows the basic structure of a single-layer 

feedback network (or) Hopfield network. The 

loops are introduced in the network to guide their 

signals from one direction to another direction. 

Further, this network gives an impression in the 

input of earlier derived algorithms, and then 

FBNN will change repeatedly till it attains the 

state of equilibrium point. When the input of the 

network is changed then a new equilibrium will be 

farmed. The FBNN architecture also known as 

interactive or recurrent neural network RNN’s, 

which often used to determine the feedback 

connectionswithin a single layer. After, the 

network allowed the feedback loops that are used 

in content based addressable memories. 

Fig. 2Diagram of Feed Back Neural Network 

(FBNN) [30] 
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Table 1: Comparison results of FFNN and FBNN 

Parametric 

Function 

Parametric Feature Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

F measure 

(%) 

 

 

FFNN 

AR Pole Tracking with 10th 

order 

 

88 

 

90 

 

88 

 

85 

AR Pole Tracking with 15th 

order 

 

96.5 

 

96 

 

93 

 

90 

AR Pole Tracking with 20th 

order 

 

95 

 

93 

 

94 

 

93.5 

 

 

FBNN 

AR Pole Tracking with 10th 

order 

 

91 

 

93 

 

91 

 

88 

AR Pole Tracking with 15th 

order 

 

97.5 

 

97 

 

94 

 

91 

AR Pole Tracking with 20th 

order 

 

95 

 

93 

 

95 

 

94 

 

IV. RESULT AND DISCUSSION 

 

In order to develop a neural network, the training 

samples are selected randomly from the total 

samples then the neural networks are trained. 60% 

of dataset has been used for training the neural 

network and the remaining 40% of dataset has been 

used to test the performances of the neural network. 

 

From the Table 1, it can be observed that AR pole 

tracking with 15th order using FBNN gives highest 

accuracy of 97.5 per cent and the AR pole tracking 

with 15th order using FFNN reported the lowest 

classification accuracy of 95per cent than FBNN.  

 

V. CONCLUSION 

Alzheimer’s disease (AD) is otherwise known as 

Dementia which is most vulnerable disease in our 

human brain. It detected with the help of EEG 

signals that consists of totally 161 subjects of which 

79 subjects EEG signals with AD and 82 subjects 

EEG signals with cognitive normal.  From the 

results, it can be measured that AR pole tracking 

with 15th order using FBNN reported the highest 

classification accuracy of 97.5 per cent with 

specificity 94%, sensitivity 97% and F measure 

91% when compared to FFNN algorithm.  
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