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Abstract: Parkinson's Disease (PD) one of the movement disorders which 

occur in the neurological activities, but the diagnosis of disease is quite 

challenging. Sometimes the diagnosis methods are difficult at the time of 

considering a large number of motor and non-motor symptoms in PD 

patients. But it is highly risk to manage PD patients in medical 

management. To enhance that lot of research are focused on PD for long 

term approaches. Further this paper contributes the reviews and treatment 

of Parkinson’s disease using MEG signals. Also it concluded with 

experimental analysis of Feed Back Neural Network (FBNN) with 

different parametric features. 
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_____________________________________________________________________________________________ 

 

I. INTRODUCTION 

Magneto encephalography (MEG) is a non-

invasive technique which is used to measure the 

neural activity of brain by recording the magnetic 

fields generated by electrical current. The MEG is 

combined with MRI to get an accurate structural 

perspective and resolution of neuronal activity. 

This combination is called as magnetic source 

imaging (MSI). The magnetic field used in 

magneto encephalography is to measure the brain 

which is in the range of femto –tesla to pico –

tesla. The Parkinson’s disease (PD) is a growing 

neurological disorder which cause serious 

disability and reduce the quality of life [1].The 

features of cardinal motor and the response to the 

dopaminergic therapy are the characteristic signs 

of PD. The neuro physiological characters related 

toParkinson's disease (PD) are studied within the 

motor system and the whole brain using magneto 

encephalography. The accuracy of clinical 

diagnosis is around 80 to 90 % [2]. In the analysis 

of MEG the aim of motor networks are spatially 

limited to the motor cortex which is performed 

usually in source space.MEG helps to investigate 

the underlying mechanisms of hallucinations in 

PD patients. The frequency-specific neural 

oscillations in PD patients are studied using MEG 

with unimodel Visual Hallucination (VH) and 

compared with multimodal hallucination and 

without hallucination PD patients. The MEG data 

of PD patients are recorded using 306 channels 

(102 magnetometers, 204 gradiometers) with the 

sample frequency range of 1250Hz [3]. The origin 

of MEG signals are shown in fig 1 which 

representing the depolarisation of intracellular and 

extracellular currents. 
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II. LITERATURE REVIEW 

Abbasi et.al [4],proposes the measures of spectral 

analysis in unilateral DBS in (both 130 Hz and 

340 Hz) that leads to a lowering of alpha and beta 

power over both sensor motor cortices. These 

recordings took place the day after surgery with 

eyes closed and motor improvement was found 

without correlation. Luoma et.al[5],assigns the 

alpha lowering and beta band power during DBS 

ON, only during the resting state when the eyes 

were open. During eyes-closed or a motor task: 

No significant difference between ON and OFF 

stimulation. -Maximum CMC over sensor motor 

area contra lateral to extended hand. 

 

Airaksinenet.al[6], suggests the STN-DBS 

modified the coherence of CMC with large inter 

individual variability, correlation with motor 

improvement was inconsistent. Hallet.al[7], shows 

the contra lateral M1 with resting-state beta power 

than ipsilateral M1 in PD. zolpidem normalized 

the ratio between left and right. Normalization 

correlated positively with improvement in 

UPDRS-III scores. M1 beta power differences 

during different phases of movement normalized 

after zolpidem. 

 

Hirschmannet.al[8], cortical sources coherent with 

oscillations STN in PD DBS patients in the age of 

11 to 26. It consists of two bands alpha band and 

beta band. In Alpha band Ipsilateral temporal 

regions are located, in beta band Ipsilateralsensor 

motor and adjacent premotor cortex are located. 

HeinrichsGraham et.al[9], proposes the PD (DRT 

OFF) vs. controls with the help of spectral 

analysis significantly at lower beta band power in 

bilateral motor regions. After DRT, this largely 

normalizes. The FC Increased synchronicity 

between motor and cortices are partially 

normalized by DRT. HeinrichsGraham 

et.al[10],suggests the amplitudes response which 

affects severely to the PD patients suffering from 

right-dominant disease.  

 

Jha et.al [11], contributes the coherence between 

alpha and beta band at the age of 9 to 25. In Alpha 

band coherence between the PPN and posterior 

brain stem and cingulum. In Beta band coherence 

between PPN and medial frontal wall, SMA and 

primary motor cortex. Krause et al[12] , proposes 

the tACS of the motor cortex at beta frequency 

(20 Hz), but not at 10 Hz, attenuated beta band 

CMC during isometric contraction and reduced 

performance (amplitude variability) of a finger 

tapping task in PD, but not in controls. Further the 

performance of PD patients controls on motor task 

(motor sequence acquisition). During random 

presentation of the task there are no differences in 

beta band power. After learning a sequence the 

less training-related beta power suppression in 

motor cortex in PD versus HC. In addition, less 

training related theta activity in cortical motor 

regions, paralleling susceptibility to inference 

[13]. 

 

Oswal et.al[14], describe theAlpha band 

coherence between temporal cortical areas and the 

STN reduced following movement onset. The 

degree of suppression in is significantly greater 

ON DRT than OFF DRT.Oswalet.al [15],the DBS 

relatively selectively suppressed lower beta band 

synchronization of activity between STN and 

mesial premotor regions, including SMA. Then, 

the motor cortical regions “driving” STN in beta 

band with different delays for lower and higher 

beta band.TeWoerd et.al, suggest PD patients 

have demonstrated comparable auditory 

entrainment as controls. Therefore the deficient 

entrainment in PD patients concerns the motor 

circuits only. 
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III. DATA COLLECTION 

In this study, data set was acquired to analyze the 

Parkinson’s disease (PD). It consist of totally 161 

subjects of which 79 subjects MEG signals with 

cognitive normal. Three different types of 

auditory signals were stimulated with 1 K Hz and 

2 K Hz. Duration of the presentation of the stimuli 

is 30 minutes. 16 channel EEG is used to acquire 

the signal along with the sampling frequency of 

256 Hz. The evoked potential response signals 

were averaged and classified with PD and 

Cognitive normal.   

 

IV. FEATURE EXTRACTION 

Parametric Function  

Parametric modelling is a mathematical model 

that estimates the values of zeros and poles, which 

provides additional insight about the dynamics of 

EEG signal more directly. Further, it is also very 

useful in finding the transition between the normal 

AD and abnormal AD states. Autoregressive (AR) 

modelling is a parametric model that can be used 

to quantify the boundary limits between the AD 

and non AD transition states of a subject.  

Step 1: Let T = { }. where T is a null set or a 

measure-zero set.  

Step 2: For channel c = 1, 2, 3, ..., 19, do steps 3-

10 

Step3: Consider the EEG signals recorded for 10 

seconds from each channel ‘c’

2560 , ... 3, 2, 1,, =ixc

i  

Step 4: Normalize the AEP signals using 

Equation (1) 

( )
( ) .i ,

minxmaxx

minxc
ix 

c
ixn 2560 , ... 3, 2, 1,0.1

0.8
=+

−

−
= (1) 

where, 
c

ixn is the normalized data value, 

   
c

ix is the data to be normalized, 

   
minx is the minimum value from EEG data, 

   maxx is the maximum value from EEG data. 

Step 5: For the normalized EEG signals, 

formulate the AR model for the given order (k) 

and relation d(z)from Equation 

( ) +=1zd 
=

−
p

k

kz
k

a
1  

 

V. CLASSIFICATION 

The feedback neural network consists of arbitrary 

functions of neurons which have feedback 

interactions among different layers, but it is 

suitable for simple set of neurons. It consists of 

many feedback connections between the neurons. 

It is a dynamic network even at evolve in either 

continuous or discrete time.  In general, the fig.1 

shows the basic structure of a single-layer 

feedback network (or) Hopfield network. The 

loops are introduced in the network to guide their 

signals from one direction to another direction. 

Further, this network gives an impression in the 

input of earlier derived algorithms, and then 

FBNN will change repeatedly till it attains the 

state of equilibrium point. When the input of the 

network is changed then a new equilibrium will be 

farmed. The architecture of FBNN also referred as 

interactive or recurrent neural network which is 

often used to determine the feedback connections 

in a single layer organization. After, the feedback 

loops are allowed in networks that are used in 

content addressable memories. 

 

 
Fig. 1Diagram of Feed Back Neural Network 

(FBNN) [30] 
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VI. RESULT AND DISCUSSION 

In order to develop a generalized neural network 

model, the training samples are randomly selected 

from the total samples and a neural network is 

trained. 60% of dataset has been used for training 

the neural network and the remaining 40% of 

dataset has been used to test the performances of 

the neural network.  

 

Table 1: Result analysis of Feedback neural network using MEG signals 

 

Parametric Feature Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

F measure 

(%) 

AR Pole Tracking 

with 10th order 

 

89 

 

92 

 

90 

 

88 

AR Pole Tracking 

with 15th order 

 

96 

 

95 

 

93 

 

92 

AR Pole Tracking 

with 20th order 

 

94 

 

92 

 

95 

 

94 

 

 
Fig. 2 Performance analysis of MEG signals using FBNN 

 

Four intelligent classification designs are studied 

using the FBNN for three distinct hearing 

frequencies name 1 and 2 K Hz. Using feature 

extraction algorithms, four independent spectral 
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features are extracted for distinct hearing 

frequencies. For each hearing frequency, using the 

same spectral energy features extracted from the 16 

channels, a neural network model was developed to 

distinguish the normal and abnormal AD states. 

While developing this model the same spectral 

band feature is extracted from each channel and fed 

as input to the network model. The developed 

neural network model has 16 input neurons and an 

output neuron. Through simulation the number of 

hidden neurons is chosen. First, using too many 

neurons in the hidden layer results in over fitting 

and using few neurons in the hidden layer results in 

under fitting. The hidden neurons and output 

neurons are activated using log sigmoid activation 

functions. Training is conducted until the average 

error falls below 0.01 or reaches a maximum epoch 

limit of 10000. Testing error tolerance is set at 0.1.    

For each trial, the network is trained for ten times 

using the dataset and the classification performance 

is observed.  

 

From the Table 1, it can be observed that AR pole 

tracking with 15th order using MFNN reported the 

highest classification accuracy of 97.5 per cent and 

the AR pole tracking with 5th order using FBN 

reported the lowest classification accuracy of 88 per 

cent. It was also noted that AR pole tracking with 

15th order using FBNN has obtained specificity 

97%, sensitivity 94% and F measure 91%. From the 

Table 1, it indicates that AR pole tracking with 5th 

order using FBNN has obtained specificity 90, 

sensitivity 88% and F measure 84%. 

 

The performance analyses graph as shown in Fig.3. 

It observes the values of accuracy, sensitivity, 

specificity and F measure which obtained from the 

parametric feature of Feedback Neural Network 

(FBNN). 

 

 

 

 

VII. CONCLUSION 

Parkinson's disease (PD) one of the movement 

disorder which occur in the neurological activities, 

but the diagnosis of disease is quite challenging. 

However, this paper represents the review and 

experimental analysis on Parkinson’s disease using 

FBNN algorithm. 
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