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Abstract 

Data analysis is a process used to discover useful information from dataset to make 

conclusions, and to support decision-making. In data mining classification  is one of the 

widely used techniques for categorical data. Past studies indicate that analysis of preferences 

of Shopping at the mall gives better result using decision tree algorithm (Classification 

Techniques). The idea of this paper is to conduct the comparative analysis and gives the 

accuracy measures for classification techniques like decision tree and HP BN Classifier 

(HP- indicates High Performance) model for preferences of shopping at the mall dataset. 

This paper models the techniques using SAS Enterprise Miner and concludes which 

technique is fit for the given dataset. This paper used preferences of shopping at the mall 

dataset from various people lived in the urban area.. 

  

Keywords; Classification Methods, Preferences of shopping at the mall dataset, SAS 

Enterprise Miner,  HP  BN Classifier 

 

I. INTRODUCTION 

In the competitive business [1] world, the 

preferences of shopping at the mall dataset are very 

useful to improve the business strategy at the mall in 

urban areas. Many criteria influence the shopping 

behavior of the people at the mall. Data mining 

techniques gives the better insight about the dataset 

and produces the better knowledge. The knowledge 

used to change the promotion strategy and discounts 

of the shops located at the shopping mall in the 

urban areas. 

To summary the dataset Pivot table in excel used to 

give the summarize of the data. This summary 

includes average, sums and other statistics. Pivot 

table groups together  the data in meaningful way. 

This enables to arrange and rearrange statistics in 

order to get attention to useful information. 

SAS enterprise miner gives free access to powerful 

SAS software for data mining, statistical analysis  

and  forecasting. This paper uses SAS enterprise 

miner in SAS OnDemand for Academics. 

With the SAS OnDemand for Academics, gives 

same world class analytics software used by 

government, business and university sites around the 

world. 

II. RELATED WORKS 

Research made for credit risk [2] made by using 

SAS Enterprise miner. The paper modeled the 

decision tree classification model and logistic 

regression classification model, neural network 

classification model, SVM classification model and 

LibSVM support vector machine. The study 

analyzes the accuracy by using different credit data 

and classification tools and classification predicting 

models. The result of the papers concludes the best 

model based on the accuracy measures derived from 

classification model. 

Predicting the characteristics of the people living in 

the South Africa region using logistic regression and 
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decision tree algorithm [3]. The paper concludes that 

decision tree classification model works better for 

the given dataset then logistic regression. 

The aim of this paper has three folds: 

(1) Information about the dataset using pivot 

table in Excel 2013 

(2) Construct the model based on the dataset 

using SAS Enterprise Miner 

(3) Finally, compare the model and tells the 

better one for the given dataset using SAS 

Enterprise Miner 

The paper has organized as follows: Section2 

describes the literature survey on analysis and 

comparison made for different dataset. Section3 

describes the Pivot table construction and model 

construction using SAS Enterprise miner, Section4 

gives the comparison of the decision tree and HP 

BN Classifier model using accuracy measures and 

Section5 tells which model fit for the preferences of 

shopping at the mall dataset. 

III. DATASET: 

Data set used in the paper is shopping preference 

data based on the questionnaire asked from different 

people in the  urban area. Dataset consists of  500 

rows and 4 columns.  The questionnaire have the 

following Gender whether male or female, Marital 

status Married or Single and finally the target class 

as Preference to shop in Mall (Yes/No). 

Table 1: Shopping Mall Dataset (Table shown 

only first fifteen respondents) 

 

Summary of the dataset: 

To analyze and summarize about the dataset, Pivot 

table from excel have used. Pivot table consists  of  

Rows, columns, values and filters. I considered 

Gender  and  Marital status in rows, and in values 

consider count of Preference to shop in Mall. Fig:1 

shows the final result of Pivot table based on the 

above criterion. Fig:2 gives the graphical 

representation of the dataset summary. 

 

Fig 1: Pivot Result of Shopping mall dataset 



 

March - April 2020 

ISSN: 0193-4120 Page No. 8906 - 8911 

 

 

8908 

 Published by: The Mattingley Publishing Co., Inc. 

 

Fig 2: Graphical representation of Shopping mall 

dataset Pivot result 

IV. MODEL CONSTRUCTION USING SAS 

ENTERPRISE MINER: 

In this paper, dataset is analyzed using SAS 

Enterprise Miner[1], classification algorithms such 

as decision tree and Naïve Bayes classification 

methods. In decision tree, implementation based on 

gini index and entropy, both gives different results 

and HP BN classifier has different category like 

Naïve Bayes, Bayesian Network 

. Finally the result calculated by comparing the 

results of decision tree and Naïve bayes 

classification algorithms. 

SAS Enterprise Miner is enterprise data mining 

software for modeling and assessing the dataset. 

SAS Enterprise miner has SEMMA model. 

Description about SEMMA: 

• Sample 

• Explore 

• Modify 

• Model 

• Assess 

 

Fig:3 : New project creation 

The above figure shows the Creation of the e Project 

and named as Shopping mall 

Classification: 

Classification method used to classify the 

categorical attribute. Dataset is divided into training 

and testing data. Classifier model trained by using 

training dataset and tested against the test dataset. 

Prediction for numerical attribute. Regression comes 

under prediction used to predict ordered or 

continuous values. Types of learning in the dataset is 

supervised learning because the class label of the 

sample is known. (i.e.,) Preference of shopping at 

the mall – Yes/No Decision Tree: 

Decision tree construction is top-down recursive, 

divide and conquer method. For the construction of 

the decision tree, attribute selection measures used. 

The measures are gini index and entropy. 

HP BN Classifier: 

In this, High Performance Bayesian network the 

following are the categories in SAS Enterprise miner 

1. Naïve bayes 

2. Bayesian network. 

Architectural diagram to compare the classification 

models: 
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Fig:4 : Architecture Diagram Model 

construction: 

The above Architectural diagram explains, first 

create the dataset by collecting the information from 

the target people. The created dataset have some 

human made error and machine made error. For that, 

pre-process the dataset. The dataset is analyzed 

using pivot table in excel to get the statistical 

information about the dataset or meaningful 

information about dataset. 

At the second step: Model is constructed with the 

classification algorithm like decision tree and HP 

BN classifier. 

Third step: Model comparison (Decision tree and 

HP BN classifier) and analysis of the accuracy 

measure of  the model is anlysed 

Fig:5 Model construction using SAS Enterprise 

miner The figure shows the model construction 

using SAS Enterprise miner. In the figure, it has the 

following modules 

1. File Import: Module that can read the files 

from the location (file format: .csv) 

2. Graph explore and state explore: Used for 

data evaluation. 

 

 

Fig 6: Results of graph explore module 

3. Data Partition: This module is used to 

partition the dataset. Dataset partitioned into 

training, testing and evaluating. 

4. Decision Tree: Selected from model and 

Ordinal target criterion as Entropy (it has entropy 

and gini) 

5. HP BN Classifier: In high Performance BN 

classifier, selected naïve bayes for classification 

6. Model comparison: In order to compare the 

classification models (i.e., Decision tree and HP BN 

classifier). 

 

Fig:7 Result of decision Tree and HP BN 

Classifier 
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The result has calssification table and event 

classification table. Event classification table has 

true postive, true negative,  falsenegativa and false 

postive values. In the above dataset postive is 

preference of shopping at the mall is Yes and 

negative sample is prefrences of shopping at mall is 

No. 

 

 

Fig: 9: Model comparison results 

Fig 9: shows the model comparison results, the 

results has all accuracy measures of the selected 

models. In overall modal comparison results, 

consider only the output. In the output, it has the 

value of True Positive, True Negative, False Positive 

and False Negative. By considering the 

confusion matrix value (TP, TN, FP, FN) from SAS 

enterprise miner for shopping mall dataset, Decision 

tree (Entropy) fits well then HP BN classifier (Naïve 

Bayes). 

V. CONCLUSION: 

 

Fig 10: Fit Statistics of the selected models 

 

Fig: 11: Score Ranking of the model 

 

By considering the measures like True Positive, 

True  Negative, False Positive and False Negative, 

misclassification rate and also based on the score 

ranking overlay, Decision tree fits the given 

preference of shopping mall dataset. 
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