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Abstract 

Dengue is named as a break bone fever and also a disease which is found in several 

developed as well as developing countries like India. The dengue prediction is present with 

the high risk in the regions of Asia and the America. This disease is caused by mosquito 

called Aedes aegypti. Dengue is common and it is become a global problem in all over the 

countries. Here the various machine learning techniques like K-Nearest Neighbor, Support 

Vector Machines and Decision Tree algorithms are compared for the prediction of dengue 

disease. MATLAB is used here to compare and evaluate the results of the dengue fever 

prediction. 
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I. INTRODUCTION 

Dengue has become a common and global problem 

in all the countries. In this work, to compare various 

machine learning algorithms i.e. K-Nearest 

Neighbor, Support Vector Machines and Decision 

Tree are used to find the accuracy of these 

algorithms for the prediction of dengue disease. 

Data mining is the technique and compare the 

results. The main objective of this work is dengue 

disease prediction using various machine learning 

algorithms. First to identify the symptoms of dengue 

in patients and prediction begins based on this 

identification. The datasets are used for 

classification and to predict the accuracy. 

II.PROPOSED SYSTEM 

This work presents the three different machine 

learning algorithms i.e. SVM, KNN and DT for 

prediction or classification of dengue disease based 

on medical data attributes. Dengue disease dataset is 

collect from the Melmaruvathur Hospital. 

The dataset has some NaN values means it need to 

NaN value replace by numerical values. This 

process is done in preprocessing step. 

After that, our dataset is split into training and 

testing data for validation. 

Finally training data are trained by different 

algorithms and testing data are classified based on 

trained model.  

ADAVANTAGES 

The prediction rate of accuracy is high. 

The computational time also less.  

III.IMPLEMENTATION 

1. Dataset Preparation 

The dengue disease dataset is obtained from the 

Hospitals. I use 10 medical data attributes such as  

WBC, Hemoglobin, Platelets, Abdominal Pain, 

Vomiting, Diarrhoea, Severe headache, Dengue, 

Metallic Taste, Joint/Muscle Pain  for dengue 

disease prediction.  

2. Data Preprocessing 

The dataset contains original attributes and NaN 

values. In programming, we cannot the process the 

NaN values so these values are transform into 
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another value i.e. numerical value. NaN values are 

replaced by the mean value of columns.  

3. Data Splitting 

The splitting step is used for creating the training 

and testing data to analyzing process. In that, our 

whole dataset is divide into training and testing data; 

use 80% of data for training and 20% of data for 

testing.  

4. Classification 

In classification, training and testing data are 

valuated based on machine learning models. First, 

training data was trained by using three different 

machine learning models such as Support Vector 

Machine, K-Nearest Neighbors and Decision Tree. 

After that testing data are validated based on trained 

data with high classification accuracy rate.  

IV.SYSTEM ARCHITECTURE 

The system must provide all the essential data 

processing and it may also do some of those tasks 

identified during the work analysis. 

 

V.ALGORITHMS 

A. Support Vector Machine 

One of the most popular supervised machine 

learning models is support vector machine which is 

used for classification and prediction. SVM finding 

the hyper-plane in the feature space that making 

variation between the labels or classes for 

classification.  

 

Support Vector Machine 

B. K-Nearest Neighbor 

Hodges et al. in 1951 presented a pattern 

classification based on nonparametric model which 

is called as K-Nearest Neighbor rule. KNN is the 

one of the basic and simple but very intelligent 

classification algorithm. This algorithm did not 

create any assumptions for data and normally KNN 

used for classification process when no knowledge 

about the data distribution. The working of KNN is 

finding the k nearest data for the test data in the 

training set of data. K nearest data finding in 

training set is based on Euclidean Distance. 

C. Decision Tree 

Decision Tree is one of the supervised learning 

algorithms. Mostly classification problems are 

solved by using decision tree.  It easily performs 

with continuous and categorical attributes. Based on 

significant predictors, the population is dividing into 

two or more similar set in DT. The first step of DT 

is calculating of entropy for each and every attribute. 

Next, based on the variables/ predictors the dataset 

is splited with high information gain or less entropy. 

Above two steps are followed to remaining 

attributes. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐸) = ∑

𝑙

𝑘=1

− 𝑞𝑘𝑞𝑘            (1) 
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where  l is refers to response variable modules 

count, q_k is the ratio of the count of the kth class 

procedures to a whole count of models.  

Gain (E,G)=Entropy (E)- ∑_(v1ϵ Values(G))  |E_v1 

|/E  Entropy (E_v1 )          (2)            

  

VI.SNAPSHOTS 

In this part, the classified result from various 

prediction models have been shown. Different 

parameters are used to  make comparison with 

different models. The parameters such as Accuracy, 

Precision and Recall.  

Table 1: Confusion Matrix 

Actual/Predicted Positive Negative 

Positive TP FN 

Negative FP TN 

 

Table 2: Quantitative Evaluation with different 

models 

Method KNN SVM DT 

Accuracy 0.933 0.933 1 

Precision 1 1 1 

Recall 0.9 1 1 

 

 

i. Misclassification Rate 

 

ii.Accuracy Analysis with different models 

 

iii.Recall Analysis with different models 

VII.CONCLUSION AND FUTURE WORK 

In this work the different machine learning 

algorithms i.e. Support Vector Machine, K-Nearest 

Neighbor and Decision Tree are used for prediction 
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of dengue disease. Prediction of dengue disease 

followed the step as data preparation in that data was 

collected from hospitals, data preprocessing for 

replacing of NaN values,  data splitting in that whole 

dataset split into training and testing, finally 

different models based training data are trained and 

testing data are validated by the trained data in 

classification step. At last, above different machine 

learning models are compared in terms of finding 

quantitative evaluation metrics such as accuracy, 

precision and recall. Future work is towards the 

function of various evolutionary algorithms. 
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