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Abstract:  

Since the last decade, Internet users increased rapidly and most of them are 

depending on the World Wide Web (WWW) service for achieving daily 

routine. Having Internet access and especially WWW sometimes users face 

difficulties because of various security problems. The most dangerous and 

serious threats that make Internet services impossible is Denial of Service 

(DoS) and its severe type ‘Distributed Denial of Service (DDoS)’. In this 

paper, the performance of different web servers in Network Load Balancing 

(NLB), cluster-based and none clustered are analyzed. Furthermore, we 

evaluate the impact of TCP SYN flood attack with massive concurrent 

HTTP load traffic on web server’s average response time, throughput and 

average CPU usage. The results show that Internet Information Service 10.0 

(IIS10.0) on Windows server 2016 is more vulnerable to attacks compared 

to Apache2 on Ubuntu 16.04. The results also show that the IIS10.0 NLB 

clustered web servers is the most suitable mechanism for handling huge 

HTTP workload. 

Keywords: DDoS attack, SYN DDoS, Apache2 web server, IIS10.0 web 

server. 

 
-------------------------------------------------------------------------------------------------------------------------------------------------------------------- 

 

I. Introduction 

  In the last few years, Internet services especially 

the World Wide Web (WWW) has been used 

widely [1]. Nowadays, the Information and 

Communication Technology made deep effects in 

the human life. Majority of Internet users, which 

are more than 3.5 billion users, depend on WWW 

for several daily life aspects such as 

communication, e-learning, e-banking, 

e-marketing, etc. [2]–[5]. On the other hand, the 

demand now is rapidly, accurately and 

continuously access to this service under high 

concurrent load and from almost anywhere and 

anytime [6], [7]. The most attractive web servers to 

users who respond to requests in fast for example 

there is reduction to sales by 1% when every 100 

ms is increased to page loading process. Moreover, 

any online business success greatly rely on 

response time of end users requests [8], [9]. Also, 

slowly accessing web servers has negative 

impression on customers, and 32% of users give up 

on accessing slow web sites [10], [11].  
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Providing high availability of web services and 

more responsiveness system to customers can be 

achieved by using server load balancing. 

Furthermore, using server load balancing can get 

acute advantages such as security, scalability and 

availability of web services. Cluster based web 

server is the most used and popular type of web 

server load balancing [12]–[14]. On the other hand, 

the cluster is a set of interconnected stand-alone 

computers working together as an integrated and a 

single computing resource. 

 

Similarly, cluster is considered as a type of parallel 

or distributed processing system and this style is 

suitable to small, medium and large internet 

servers [15], [16]. Additionally, the user's requests 

or traffic load is distributed among multiple servers 

in order to reduce latency, increase throughput and 

to attain maximum performance [17], [18].  

 

Information technology specifically the Internet 

has several benefits and advantages to the current 

society such as communication, business, and easy 

accessing information publicly [18], [19]. 

Nevertheless, with all assistances of public 

network or Internet, there are some weaknesses, 

and network security has been the main challenge 

to the security community [21], [22]. Due to the 

fact, there is some vulnerability present in TCP 

layers in which some attacks can be launched on 

the Internet [23], [24]. The most serious and 

harmful is the Denial of Service (DoS) and its 

extension Distributed Denial of Service (DDoS) 

[25], [26]. Moreover, initiating these types of 

attacks is very simple and low-cost, therefore they 

are occurring very frequently but their effect is 

severe on users and network resources. An attacker 

can easily exhaust the victim resources with little 

or without advanced warning, so that the resource 

of target will consume and become unavailable to 

customers [27], [28]. 

 

In this paper, the performance of the two broadly 

used web servers according to the last survey from 

NETCRAFT [29] on June 2018 will be evaluated. 

The two web depended servers are: the last 

versions of IIS (i.e. IIS10.0) on Windows server 

2016, and Apache2 on Linux Ubuntu 16.04 Long 

Term Support (LTS) Server. The main goal of this 

paper is to analyse the performance of these two 

web servers in cluster based and none cluster based, 

also to measure high availability of both web 

servers under DDoS attacks. Furthermore, the 

analysing process has done in real installation 

network on (1 Gbps) Ethernet, while the key 

metrics of the evaluation are response time, errors, 

throughput and CPU usage.  

II. RELATED WORK 

Over the most recent years many researchers have 

worked on performance of different web servers 

and some others evaluated the DDoS attacks 

impact on web servers working routine.  

 

Q. Fan and Q. Wang [30] performed evaluation 

comparison of different web server architectures 

under high workload: (1) Asynchronous server 

such as Node.Js and Nginx. (2) Thread based 

server include Apache2 and Tomcat BIO. The 

metrics that comparison based on was response 

time of the two web servers, and the tests were 

performed on Linux platform. Moreover, Apache 

Ben (AB) is used as a benchmark tool in their 

performance tests. The results didn’t observe a big 

difference of response of those two groups of web 

server's architectures when the number of 

concurrent HTTP requests was not more than 400 

requests. However, the difference of performance 

as response time of the two web servers under 800 

HTTP concurrency request was 200 ms. 

 

Prakash et al. [31] analyzed the performance of two 

different open source web servers: Apache which 

is a process-based web server and Nginx which is 

an asymmetric multi process event drive 

architecture. They evaluated both web servers in 

different tests by using httperf tool for generating 

HTTP traffic load and measuring web servers’ 

performance. Moreover, they depended on 

response time, memory usage and error rate as well 
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as metrics for responsiveness, scalability and 

efficiency of both web servers. The results showed 

that when memory usage was significant, the 

Apache server can't achieve scalability, however 

the Nginx confirms scalability. Furthermore, the 

Apache web server response time was twice of that 

of Nginx web server, that’s mean responsiveness 

of Nginx is better than Apache. In addition, when 

the HTTP load increased the Nginx error rate 

increased compared to Apache that’s approved that 

Apache web server outperformed Nginx in 

efficiency. 

 

Bezboruah and Bora [32] performed evaluation of 

web service in load balancing cluster and 

none-cluster Apache web server in Linux platform. 

They have used Mercury Load Runner tool for 

virtual users creating and measuring the 

performance of web server and the evaluation key 

metrics were average response time and 

throughput. Their results showed that the response 

time of cluster web server was greater than that of 

non-cluster and throughput also was less. However, 

the load balanced cluster had more stability and 

handled more web service users. 

 

Bhandari et al. [25] studied the impact of DDoS 

attacks on web server performance; especially they 

measured the influence of application layer DDoS 

attacks on web server. They used NS-2 as 

simulation and WebTarf as tool to generate 

legitimated HTTP request as well as for creating 

HTTP Get attacks. Additionally, they have used 

average response time, throughput, and dropped 

transaction as metrics to check the attacks 

impression on the performance of web server. The 

results showed that throughput of web server 

increased by the increased amount of HTTP 

request received through the server. Also, the 

results indicated that when the attack targeted the 

server, the response time of web server increased 

violently and also the number of dropped 

transaction increased. 

 

Chen et al.  [6] investigated the web server 

performance with different web page size and 

number of users. They have used queue model in 

order to represent physical measurement and web 

server stress tool to measure the response time and 

bandwidth of user's clicks as main metrics. The 

results illustrated that for the requests range (1 to 

100) with 10 KB as webpage size, the average 

response time of the web server was 3.77 ms. 

Furthermore, with same number of users and page 

size was 500 KB and the average response time 

was 1442.07 ms. In the other side, the average 

bandwidth for each user was 2764.841 KB/S with 

requests range (1 to 100) and webpage size was 10 

KB. However, the average bandwidth for each user 

was 1513 KB/S when the size of web page was 500 

KB and with the same number of users. 

 

Chitra and  Satapathy [33] analysed and compared 

the performance of Node.Js and IIS web servers. 

Several regular tests were done in different 

situations to perform the evaluation between the 

two web servers, they used Apache-Jmeter tool to 

achieve the comparison tests. Furthermore, they 

have depended mainly on throughput as a main 

metric for both web servers performance. The 

results showed that the Node.Js had a greater 

throughput compared to IIS web servers and in 

diverse scenarios. 

 

De la Cruz, J.E.C. and C.A.R. Goyzueta [34] 

designed a system to provide high availability in 

cluster based web in Linux platform, they 

depended on High Availability Proxy (HAProxy) 

as a load balancer and Domain Name Service 

(DNS) to handle clients load among cluster nodes. 

Moreover, they used round robin algorithm to 

distribute HTTP request for both HAProxy and 

DNS. The results indicated that the proposed 

system was simple and easy to use and could 

accomplish high availability of 99.905%. 

 

Papadie and Apostol [35] evaluated the effect of 

different DDoS attacks such slowrise and HTTP 

flood on IIS and Apache web servers’ performance. 
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On the other hand, they analysed some techniques 

which were software defence mechanisms against 

those attacks on both Linux and Windows servers. 

They have used High Orbit Ion Cannon (HOIC) 

tool for creating flood attacks and slowrise for 

slowrise attacks. However, they used 

Apache-Jmeter tool to generate simulation users or 

legitimated traffic. In addition, they depended on 

response time as a key metric in normal and under 

attacks condition. Their results indicated that the 

response time in normal mode was very low in both 

web servers but in attacks condition, the response 

time was very high. Moreover, they showed that 

the mod_qos and IP Tables in Linux system 

offered best response time and IIS have performed 

best response time in Windows system. 

III. PROPOSED WEB SERVERS SYSTEM 

Initially, the study evaluates the performance of 

different web servers (IIS10.0 on Windows server 

2016 and Apache2 on Linux Ubuntu server 16.04 

LTS) by hosting on each of them the Duhok 

Polytechnic university website. Size of website 

home page is 47 KB and the configuration of both 

web servers is done in real setup network. Next, 

preforming the high availability for both platforms 

(Windows and Linux) through configuring load 

balancing cluster-based web servers as follows: 

 

In Windows environment, two nodes of computer 

server are grouped as active/active clustered web 

servers. Furthermore, NLB feature has installed 

and configured in both cluster nodes which is 

provided by Windows Server 2016. The unicast 

operation mode is selected for allowing periodic 

communication of cluster hosts from heartbeat 

messages. Moreover, HTTP traffic is directed to 

the virtual IP (VIP) address or cluster primary IP 

which is assigned to all cluster nodes. NLB driver 

identical copy is run in parallel on each cluster 

node to concurrently detect incoming traffic and 

the drivers arrange on a single subnet for cluster 

nodes. In addition, the driver on each cluster node 

acts as a filter between TCP/IP stack and the 

network adapter's driver in order to distribute the 

incoming network traffic among cluster nodes, this 

is known as a distributed algorithm [36].  

 

In Linux platform High Availability Proxy 

(HAProxy) [37] is installed on separate server as a 

load balancer. For that reason, the efficiency and 

flexibility of the HAProxy has been used in 

professional environment with a large number of 

customers [38]. Moreover, it has ability to provide 

high availability services for the real servers; 

therefore, it is configured to work in frontend of 

real web servers. In addition, it is configured to 

work at transport layer (layer 4 of OSI model) to 

speedily distribute requests through web servers 

(Backend servers) [39]. The end user requests are 

directed to the HAProxy IP address and then 

redistributed among the backend part of the cluster 

which consists of two Apache web servers. The 

load balancing algorithm used in this installation is 

round robin which balances the requests between 

backend web servers equally [40]. 

 

Thirdly, for creating high HTTP traffic load or 

massive number of legitimated requests, the 

Apache-Jmeter is used because it has shown better 

result compared to most other load testing tools 

[41]. Moreover, to evaluate the performance of 

web servers in cluster based and none cluster-based, 

client-server Jmeter software (Distributed or 

remote testing) used. Distributed testing performs 

more threads or simulates more loads on web 

servers. By using remote testing a single GUI 

Jmeter controls N numbers of none-GUI Jmeter  

and also to collect the results from them [26].  

 

 Finally, to measure the impact of DDoS attacks on 

web servers in clustered and none-clustered, 

Hping3 [43] used which is command-line and 

built-in tool inside Linux Backtrack R5. This tool 

has the ability to generate a huge number of 

malicious TCP and UDP packets as flood and 

sending them as fast as possible to the target web 

servers [44]. Also System Activity Report (SAR) 

[45] command is used in Ubuntu server, and 

Get-Counter [30] Windows PowerShell command 
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used in Windows server to measure the CPU usage 

average in both servers. 

IV. EXPERIMENTAL SETUP 

For accurate test the performance of web servers in 

cluster-based and none cluster-based, a real 

network was constructed and configured. 

Computers specifications used in the test with the 

configured network are illustrated in Fig. 1 and 

Table 1. The Apache-Jmeter master and slaves are 

installed on HP Pro Desk 400 that has Linux 

Ubuntu operating system in order to perform 

efficient HTTP load traffic and to sustain web 

servers. To setup the network, 1 Gigabit, 24 ports 

D-link switch and UTP CAT 6 cable are used 

between computers.  

 

 
Fig. 1. Test Network of the Study. 

 

Hping3 is used to generate attacks and TCP SYN 

flood can be executed by the command line 

(hping3 –c 1000 –d 1024 –S –w 64 –p 80 --flood 

--rand-source IP address of victims). This means 

that hping3 will send 1000 TCP SYN packets and 

each packet size is 1024 bytes in each attacker's 

computers. As well, it has observed from 

Backtrack system monitor tool that the above 

command sends 58 MBps on each attacker's 

workstation to the victim. Apache-Jmeter is used to 

generate legitimated HTTP traffic load and 

evaluate the performance of web servers. 

Additionally, the period time for each test was 120 

seconds and repeated 5 times in order to reach high 

data accuracy. 
 

 
 

Table 1. Workstations Specifications 

 

V. RESULTS AND PERFORMANCE 

EVALUATION 

In this paper, we have evaluated the performance 

of both of IIS10.0 and Apache2 web servers in 

several cases. The key metrics of all tests are 

average response time, error rate, throughput, and 

average CPU usage of web servers. We have 

generated 50000, 100000, 150000, 200000, 

250000, and 300000 requests by Apache-Jmeter 

and sent to web servers. 

1.  Performance Analysis in None Cluster-based 

Web Servers with/without Attack 

Fig.2 illustrates the average response time of both 

web servers with and without attack. The average 

response time of IIS was 1ms in first test to third 

test then it increased to 2ms in the fourth and fifth 

tests and regularly rose to 3ms in the last test. 

However, the Apache average response time was 

similar to that of IIS, but in the last it amplified 

rapidly to 1139ms. Moreover, the average response 

time with TCP SYN attacks of Apache increased to 

8ms in the first to fifth tests and to highest time 

which was 2828ms in the last test. Though, for IIS 

the average increased to 9ms in first three tests and 

to 10ms respectively in fourth and fifth tests and 

17ms in the last test. 

 

Also throughput of web servers is measured in the 

study as a number of received bits/time [9, 15]. Fig. 

Type System  CPU  RAM NIC 

Web 

Servers 

Dell 

OptiPlex  

Intel Core 

I3, 3.3 GHZ 

    4 

GB 

1Gbps 

Load 

Balancer 

Dell 

OptiPlex  

Intel Core 

I3, 3.3 GHZ 

    4 

GB 

1Gbps 

Clients HP Pro 

Desk 400 

Intel Core 

I7, 3.4 GHZ 

    4 

GB 

1Gbps 

Attackers Dell 

OptiPlex  

Intel Core 

I3, 3.3 GHZ 

    4 

GB 

1Gbps 
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3 shows that the throughput of both web servers 

increased linearly from 15 KB/Sec to 90 KB/Sec 

with and without attacks. However, the throughput 

of IIS is more affected by SYN TCP attack than 

Apache throughput because it is fluctuated from 44 

KB/Sec to 38 KB/Sec and then raised to 48 KB/Sec 

and to 57 KB/Sec respectively. 
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Fig. 2. Average Response Time of IIS and Apache 

in none clustered-based 

 

 
Fig. 3. Throughput of IIS and Apache in none 

clustered-based 

 

The average of CPU usages is demonstrated in Fig. 

4 and it is clearly shown that HTTP traffic load 

consumed the Apache CPU by 4% more than IIS. 

Yet, the same rates of load with TCP SYN attacks 

have more impact on IIS because the average of 

CPU usage was 17.2% in the first test and 

increased to reach 38.14% in the last test. While the 

average CPU usage of Apache with attacks was 

12.01% and rose gradually to 26.63% in the last 

test. 

 
 

 Fig. 4. Average CPU Usage of IIS and Apache in 

none clustered-based 

 

 
Fig. 5. Error Rates of IIS and Apache in none 

clustered-based 

 
 

Moreover, error rate which is referred to the 

percentage of HTTP requests with errors is shown 

in Fig. 5 and the error rate was zero for all tests of 

both web servers. However, the Apache have 

0.02% error rate in the last test and 0.34% in the 

last test with attack. 

2.  Performance Analysis in NLB Cluster-based 

Web Servers with/without Attack 

Fig. 6 displays the IIS average response time 

without attacks which was 1ms in first test and 

remained 1ms to the last test, but with attacks it 
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increased to 6 ms in all tests. However, average 

response time of Apache was 2 ms in first and 

second tests, and then increased to 3ms in the third 

test. Subsequently, it amplified to 7005 ms and 

7168 ms in the fourth and fifth tests and finally to 

23703 ms in the last test. Furthermore, the Apache 

average response time increased from 4ms and 5ms 

in the first and second tests to 2980 in the third test, 

and rapidly raised to 25300ms, 38402 and 

45894ms in the last three tests. 

 

The throughput of web servers is illustrated in Fig. 

7; the IIS throughput gradually from 10 KB/Sec to 

57.94 KB/Sec in all tests with and without attacks. 

But the Apache throughput was increased from 

7.07 KB/Sec to 27.88 KB/Sec in the first four tests 

in both cases with and without attacks. However, 

the throughput of Apache without attacks raised 

slowly from fourth to the last tests (27.88 KB/Sec 

to 28.12 KB/Sec and 30.59 KB/Sec). Also with 

attack it varied from 24.94 KB/Sec to 24.08 and 

then to 26.63 KB/Sec in the last three tests. 

 

Error rates of both web servers in network load 

balancing cluster-based is displayed in Fig. 8. The 

IIS error rates were zero in all tests with or without 

attacks. The Apache error rates were also zero for 

first three tests with and without attacks. But for 

last three tests it is increased from 1.49% to 1.66% 

and then to 11.82 without attack, and from 12.38% 

to 21.42 and to reach 29.19 with attacks. 

 

Fig. 6.  Average Response Time of IIS and Apache 

in clustered-based 

 
 

 
Fig.7. Throughput of IIS and Apache in clustered 

based 
 

 
Fig. 8.  Error rates of IIS and Apache in clustered 

based 

 

Table 2. Average CPU usage of IIS10.0 Servers 

 

The average CPU usage of cluster-based web 

servers (IIS and Apache) is explained in Table 2 

and Table 3. It is clearly seen that the Apache 

average CPU usage is not affected by TCP SYN 

attack. For example, in the second test was (9.4% 

Requests 
Apache without 

Attack 
Apache with Attack 

 1st 

Sever 

2nd  

Server 

1st  

Sever 

2nd  

Server 

50000 4.09 4.1 12.74 12.15 

100000 5.64 5.68 14.72 15.38 

150000 7.16 7.75 16.65 16.92 

200000 8.86 8.64 19.54 17.95 

250000 16.48 16.8 20.05 19.22 

300000 18.18 18.58 23.01 21.39 
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for first server and 9.78% for second server) 

without attack and increased to (9.4% for first 

server and 9.6% for second server) with attack. 

However, the IIS was most vulnerable to attacks 

because the average of server’s CPU usage 

increased significantly from (7.16% for first server 

and 7.75 for second server) to (16.65% for first and 

16.92 for second server) with and without attack. 

 

Table3.  Average CPU usage of Apache2 Servers 

 
 

VI. CONCLUSIONS 

The study evaluated the performance of different 

web servers in cluster-based and non-cluster-based 

and impact of TCP SYN flood attack is analysed. 

The evaluation process is done under high HTTP 

traffic workload (50000) requests to (300000) 

requests in six tests. In non-cluster-based, the 

experimental results indicated that the IIS10.0 web 

server performed better performance in normal 

condition without attack. It also achieved the best 

response time from all tests and attained 

throughput increased regularly from (15 KB/Sec) 

in the first test to (90 KB/Sec) in the last test. 

Moreover, the average CPU usage of the IIS10.0 

was less consumed compared to the other web 

server. However, the Apache2 web server 

throughput and average CPU usage was not 

affected by DDoS attack a lot in comparison to 

IIS10.0. Whereas, the throughput of Apache was 

(15.08 KB/Sec) in the first test and reached (90 

KB/Sec) and average CPU usage utilized similarly 

in both cases. But IIS10.0 average CPU usage 

reached the highest value in the last test with attack 

range of (38.18%). 

 

On the other hand, in the clustered web servers the 

average response time of IIS10.0 was (1 ms to 6 

ms) in all tests (with and without attacks), while 

Apache2 accomplished worst average response 

time in the last test with attacks. The throughput of 

both web servers in cluster-based was reduced 

comparing to the throughput of them in 

non-cluster-based. Furthermore, the attack was the 

main reason for the increased rates off error of 

Apache2. However, the attack did not influence on 

the average CPU usage of Apache2 web servers 

but the IIS10.0 web servers average CPU usages 

was twice during attack condition. The results 

illustrated that using network load balancing 

cluster-based web servers is more appropriate 

technique for handling massive HTTP load traffic. 
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