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Abstract 

Background/Objectives: Face detection and identification system have become an essential 

system in the image-security-system area. The present study aims to develop a robust face 

detection and identification system in complex scenes using Deep Learning, Dual Shot 

Face Detection (DSFD) algorithm, and face landmarks. Methods/Statistical analysis: The 

face detection process is designed by the DSFD algorithm, which has the best accuracy rate 

in the face detection area recently. In addition, we use the WIDER Face Dataset at the 

proposed system network training, which is the famous face detection training and testing 

DB. In addition, the identification process is composed of the face landmarks vector 

information using deep learning network.  

Findings: Recently, state-of-the-art face detectors can be roughly classified into two-stage 

(R-CNN) detection and one-stage (SSD, YOLO) methods.  However, one-stage face 

detection architecture has fascinated more attention due to its higher inference efficiency 

and fast system deployment. In the experiment, we can find that the detection accuracy 

depends on the face detection algorithms applied to it. Improvements/Applications: In the 

experiment result, we could find that the proposed method showed better face recognition 

performance compared to the conventional SSD based face recognition method. 

Keywords: Deep Learning, Face Detection, Face Recognition, DSFD, Face Identification, 

Face Landmarks. 

 

1. Introduction 

In recent years, reviews of the existing researches 

show that fast and robust face detectors in the 

complex scene have selected as an essential 

process for face recognition, detection, and 

identification methods. Although the convolution 

neural network (CNN) based face detectors and 

classification systems have been broadly accepted, 

detecting faces with a massive degree of 

variability in scale, occlusion, illumination, pose, 

expression, and real-world applications remain 

hard works. Many studies have been actively 

conducted on the face detection and identification 

of faces on the complex scenes to solve these 

problems [1]. In addition, some deep learning 

systems have been improved, implementing face 

detection and identification methods. Until some 

years ago, the use of deep learning networks in 

face recognition applications is limited by some 

weaknesses, such as reduced recognition rates, 

slow training of massive datasets, and problems in 

the learning of multilayer networks. However, 

speedy improvement in GPGPU and the 

advancement of deep learning network 

architectures have reignited researchers' attention 

in algorithms over the last ten years [2].  

Besides, the performance and accuracy of face 

detection and identification methods have 
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enhanced due to the development of robust and 

several deep learning algorithms and in a fast 

general-purpose graphics processor unit (GPGPU). 

As a result, the fast face detection and 

identification methods using ultra-high-definition 

(UHD) videos, advanced GPGPU, and deep 

learning have been continuously entered into the 

face recognition system markets [3]. Of particular 

interest are several studies researching the 

detection and identification of face using FHD 

(full high definition) and UHD in the complex 

scenes. The resolution of the image sensor 

installed in security cameras has recently 

improved from FHD to UHD, which has allowed 

the face recognition in a broad area. The present 

study proposes the method of face detection and 

identification method using the DSFD, face 

landmarks, and deep learning algorithm to 

develop in complex scenes. Now, it is employed 

for real applications in various fields, including 

robots, unmanned security system markets, 

driverless cars, and artificial-intelligent agents [4]. 

This paper introduces a face detection and 

identification method that uses deep learning 

networks trained with WIDER Face Dataset. The 

rest of the paper is composed as follows. Section 2 

explains SSD, YOLO, and DSFD methods that are 

adopted in the proposed method. Section 3 states 

the face detection and identification method 

proposed in this paper. In Section 4, the 

experiment results of the proposed system are 

presented. Finally, conclusion and future work are 

given in Section 5. 

2. Related Works 

Previous state-of-the-art face detection methods 

can be divided into two groups. The first one is 

based on the Region Proposal Network (RPN) 

used in Faster R-CNN and uses two-stage 

detection method [5]. The other one is the Single 

Shot Detector (SSD), and You Only Look Once 

(YOLO) based one-stage method, which gets 

discarded of RPN and directly predict bounding 

boxes and confidence scores [6,7]. One-stage face 

detection architectures have attracted more 

attention due to its stronger performance and fast 

system deployment. Despite the development 

performed by these methods, there have still some 

problems with feature learning, loss design, and 

anchor matching.  Recent other studies on face 

detection methods using deep learning algorithms 

have adopted various techniques to search for face 

identification, object detection system, and 

security control system in complex scenes. Most 

face detection methods consist of a large amount 

of data so that most methods need much 

computation to detect the face. The performance 

of the face detection algorithm affects the 

detection time of the face detection and 

identification process. Once a complex algorithm 

is applied to detect for face, the detection 

performance can improve, but real-time 

performance will be reduced. In contrast, once a 

simple algorithm is selected, real-time processing 

abilities can improve, but the detection 

performance will be decreased. 

• SSD (Single Shot Multibox Detector)  

Single Shot Multibox Detector (SSD) based one-

stage method eliminates RPN and directly predict 

bounding boxes and confidence scores [Figure 1]. 

Recently, one-stage face detection framework has 

attracted more research due to higher inference 

efficiency. Despite the progress carried out by the 

above methods, some issues still exist in three 

respects. Feature learning and extraction parts are 

essential for face detectors. Feature Pyramid 

Network (FPN) is currently widely used in state-

of-the-art face detectors for various functions. 

However, the FPN aggregates the hierarchical 

feature maps between the high and low-level 

output layers that do not take into account the 

information in the current layer, and the context 

relationships between anchors are ignored. 

Existing loss functions used to detect loss design 

objects include regression losses for face areas 

and classification losses to identify whether faces 

are detected. SSD is a feedforward convolution 
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neural network that generates confidence scores 

on a set of bounding boxes of fixed sizes for the 

existence of objects in that bounding boxes. The 

initial network layer is used up to conv4_3 in 

VGG-16 and then modified. SSD adds the 

convolution layer following VGG-16 conv4_3. As 

SSD goes through the convolution layer, the size 

of the feature map decreases and can be used to 

detect objects at various scales. The feature map 

use for object detection in SSD models is 38 ×38, 

19 × 19, 10 × 10, 5 × 5, 3 × 3, 1 × 1 size [6].  

 

Figure 1. The architecture of Single Shot 

Multibox Detector [6] 

• YOLO (You Only Look Once) 

YOLO is one of the deep learning networks for 

fast object detection and has 24 convolution layers 

developed by 2 connected layers [Figure 2]. It 

uses 1×1 reduction layers and 3x3 convolution 

layers instead of the inception module used by 

GoogLeNet. Reduces computations to enable fast 

object detection. It applies a single neural network 

to the entire image. A single neural network 

predicts the probability of a class and bounding 

box directly across an entire image in one 

evaluation. This unified architecture makes 

YOLO very fast. It passes the input image over 

the network and predicts bounding boxes and 

class probabilities. YOLO divides the input image 

into 7x7 grids (i.e., 49 grid cells). For each grid 

cell, two bounding boxes of varying sizes are 

created to locate objects that are centered inside 

the grid cell. The network predicts class 

probabilities for each of the 98 boundary boxes 

and 49 grid cells per image. It calculates a 

confidence score each bounding box, so get 98 

confidence scores. The confidence score reflects 

the likelihood that the box will contain objects 

and how accurate the bounding box is. The higher 

the confidence score, the thicker the rendering box. 

YOLO applies non-maximum suppression (NMS) 

to remove the less reliable bounding box [7]. This 

feature shows with high confidence scores as the 

final prediction. The YOLO algorithm is a fast 

object detection method, but there are some 

problems with small size object detection. 

 

Figure 2. The architecture of You Only Look 

Once [7] 

 

Figure 3. The architecture of Dual Shot Face 

Detector [8] 

• DSFD (Dual Shot Face Detector) 

DSFD is a dual-shot face detection method that 

sets the face detector to high performance using 

two separate anchors, even if the face size 

difference of the image is large. DSFD network 

proposed a feature enhanced module (FEM) that 

combines the advantages of feature pyramid 

network (FPN) and receive field block (RFB) to 

extend dual shot detection performance in a single 

shot and adopted two different anchor pressure 

(FEMs) to detect dual shots' detection 

performance better [8]. The new anchor allocation 

strategy also proposed improved anchor matching 

(IAM) to integrate data growth to improve face 

detection performance to improve regulator 

initialization. The architecture of the face detector 

DSFD is shown in [Figure 3], showing the 

structure using FEM (b) to obtain enhanced PALs 
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from the VGG basic feature extraction structure to 

produce an improved (c) from the original feature 

shot (a).  

3. Proposed Method 

This paper is designed for the face detection 

process through the DSFD algorithm, which is 

recently known as the best face detection method. 

We also use deep learning networks and face 

landmarks vector information to identify faces in 

complex scenes. The proposed system is designed 

for robust face detection trained with the CNN 

model, and we use the WIDER Face dataset that 

included clear face images, but excluding blurred, 

occluded, and low-light images on the training 

process. We also are designed a face identification 

method using a deep learning network using face 

landmarks to recognize a person's face in complex 

scenes. 

• Implementation of the Proposed Method 

The proposed method, based on a deep learning 

network, aims to detect and identify faces in 

complex scenes. The face detection and 

identification process are implemented using 

DSFD, face landmarks, and deep learning 

networks. DSFD improves some weaknesses in 

the SSD algorithm and outperforms other object 

detection algorithms such as Faster R-CNN and 

YOLO. The DSFD architecture uses the same 

extended VGG-16 backbone as the PyramidBox 

and S3FD [8]. We select conv3_3, conv4_3, 

conv5_3, conv_fc7, conv6_2, conv7_2 as the first 

layer of shot detection to create 6 feature maps 

called feature map1-6. Then, use the feature-

enhanced module to make the second shot 

detection layer by entering the same size as the 

original feature map and an SSD-style head. The 

proposed method has implemented systems in 

SDX-4195, deep learning server for the 

implementation, using OpenCV 3.4, CUDA 9.1, 

Xeon E5-2650 4CPU, GTX-1080Ti 4-GPU, 

WIDER Face Dataset, torch, and torchvison. 

• Network Training  

In the network training, we use the WIDER Face 

Dataset for the training process of face detection, 

which has 393,703 face labels in 32,203 images. 

The dataset has a variety of poses, scales, 

occlusion, expression, makeup, and illumination 

in addition to a typical face [Figure 4] and is 

organized based on 61 event classes. For each 

event class, we randomly select 40%, 10%, 50% 

data as training, validation, and testing sets [9]. 

Therefore, a reasonable assessment of the general 

face detection model is possible. However, we use 

only a train and validation dataset other than the 

test images set and excluded ambiguous Ground 

Truth. The minimum face size used for learning is 

10x10, but during the experiment, images of faces 

size less than 15x15 are excluded from the face 

identification process because it was too small to 

identify. Therefore, 97,532 faces information is 

used in 15,374 images for face detection. We 

present the following details of network 

implementation: Also, the pre-trained VGG was 

initialized as the ImageNet backbone network. All 

new convolution layer parameters are initialized 

using the 'Xavier' method. For the fine-tuning of 

the DSFD model, we use SGD with 0.9 

momentum, 0.0005 weight decay. The batch size 

used for network training is set to 16, and the 

learning rate is set to 0.001 at the first 20k step, 

and then to 0.0001, 0.00001 at the next 10k step. 

 

Figure 4. WIDER FACE Dataset [9] 

• Detection of Face 

In the detecting of face, we employed the feature-

enhanced module to the performance of the DSFD 
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and applied it to the face detection process. First, 

the validation set of the WIDER FACE dataset is 

used to evaluate the performance of the proposed 

model. Second, to analyze the conventional SSD 

and performance, we applied the same test data 

and validation set to detect the face and found that 

the model with FEM applied to the DSFD has an 

excellent performance in the face detection. Third, 

after the performance evaluation, 427 faces are 

detected in Image DB to detect each face, and the 

face landmarks are extracted from each detected 

face and used as learning data for the face 

identification classifier. For analyzing the 

performance, after DSFD training, the face 

detection performance of the proposed model is 

used in the experiment data of scale, pose, 

occlusion, and small, medium, and large size 

images [Figure 5]. [Figure 6] shows the entire 

process used for the proposed experiment. 

 

Figure 5. The face detection results with test 

images dataset 

• Face Identification  

shows 68 face landmarks in the image. Now that 

we know where the eyes, mouth, nose, eyebrows, 

and face contours are located, we now have a 

simple rotation of the image, scale, and shear so 

that the eyes and mouth can be as centered as 

possible. In this experiment, we did not use 3D 

warps. It distorts the image. We use primary 

image transformations, such as rotation and scale, 

to preserve horizontal lines. We use 68 face-

landmarks information to generate 128 vector 

values for each face with a pre-trained deep 

learning network [11]. In this experiment, we 

configure the system to compare the already 

stored face image DB information with the 

generated vector information using the deep 

learning classifier to identify the final face. 

 
 

Figure 6. The Face Detection and Identification 

Process of the proposed method 

 

Figure 7. The Face Landmarks of the proposed 

method 

4. Experimental Result 

In the experiment, the detection network is 

employed to face detection as a model network by 

learning DSFD, and the detected face is used to 

generate face landmarks information and applied 

to the face detection process. WIDER Face dataset 

is used to train the face detection network and 

includes Easy, Medium, and Hard labels 

information considering detection difficulty. 

These configured datasets are prepared by 

separating them into train, validation, and 

networks are trained by evaluating confidence 

scores of predicted bounding boxes based on the 

threshold 0.5 of the predicted bounding box and 

the IoU of Ground Truth information. The purpose 

of this paper is to identify the face of the image 

DB and detected faces. So, the test dataset is not 
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used in this experiment. The minimum face size 

used in the learning process was 10x10. However, 

when the size of the face detected in the 

experiment was less than 15x15, it was not 

satisfying for the face identification process. So, 

the minimum face size is used in the experiment 

only when the face size was 15x15 or larger. 

DSFD network configured CNN with VGG-16 

structure as a feature extractor and networked 

with FEM. When assessing the performance of the 

Easy, Medium, and Hard set in the WIDER Face 

dataset, the performance of the network 93.5%, 

91.2%, and 84.5%. The Image DB used in the 

experiment consisted of a total of 427-face 

information, and the input faces are divided into 

(small < 150 pixels, medium < 400 pixels, and 

large > 400 pixels) and used in the experiment 

using 682 test images of scale, pose and occlusion 

[Figure 8]. 

 

Figure 8. The Image DB(a) and Face 

Identification results with images dataset(b) 

The experiment results showed that the 

performance of the DSFD is rated to be 1.5% 

better in small, 0.8% in medium, and 0.5% in 

large, compared to the performance of the SSD 

method and especially the size of the face is small, 

it is analyzed that the performance of the face 

detection is better. In the face recognition process, 

68 face landmarks information of detected faces is 

converted to 128 vectors. Also, it used in the 

identification process with information from pre-

learned Image DB. Once faces are detected, the 

identification performance was 94.8% in small, 

98.1% in medium, and 98.3% in large size images 

during evaluating with Image DB [Table 1]. In the 

experiment, the case of face identification failure 

occurred in the following cases: The detected face 

is too small, changes the glasses, two or more 

faces are occluded, and the face shape is different 

from the DB. 

Table 1. The experimental result  
 Test Face 

Size 
Model Detection Identification 

Small 

SSD 87.72% 93.25% 

Proposed 

Method 
89.62% 94.82% 

Medium 

SSD 94.54% 96.42% 

Proposed 

Method 
95.47% 98.15% 

Large 

SSD 94.92% 96.83% 

Proposed 

Method 
96.83% 98.33% 

 

5. Conclusion 

The present study is designed and implemented 

the face detection and identification system using 

DSFD, face landmarks, and deep learning 

algorithm. In the experiment result, we could find 

that the proposed method is more accurate than 

the conventional face detection system based on 

SSD. We use DSFD algorithm to detect faces and 

trained with the WIDER face dataset that showed 

excellent performance in face detection and used 

face landmarks information to identify in the face 

identification process. Because of the experiment, 

DSFD network caused some problems when the 

hat helmet, glasses, low-level resolution, and 

faces occlusion images. In the future, the 

proposed approach will be studied further with an 

extended set of images taken at the different 

shapes of the face, and its performance in 

detecting and identifying different kinds of objects 

will be examined.  
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