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Abstract 

In this paper, we proposed a deep autoencoder segmentation method using ELU residual 

block and concatenation to reduce the loss of features and improve the accuracy by salient 

object detection based on deep learning. The existing saliency detection and segmentation 

methods have an Autoencoder structure, and many features are lost in the process of 

extracting and compressing features, and the process of expanding and restoring the 

compressed features. These losses indicate that the background was segmentation, or the 

object was not segmentation. In the Encoder process, which was a feature extraction stage 

for improving such a case, detailed information was utilized through skip connection of a 

residual block, and loss of features is prevented by using an ELU as an activation function. 

After feature extraction in Encoder process, feature loss occurs because feature was simply 

expanded in process of Decoder. In order to prevent these losses, the features generated in 

the process of Encoder were connected to concatenate to utilize in Decoder. The proposed 

method reduced the loss of features and improved salient object detection in the 

Autoencoder structure. The proposed method showed improved results compared to the 

existing method. 

Keywords: Segmentation, Convolutional Neural Network, Autoencoder, Residual Block, 

Saliency map. 

 

1. Introduction 

Recently, in video processing technology, object 

segmentation and detection has played an 

important role in fields such as video surveillance, 

traffic control, and motion recognition[1]. In 

addition, recognition by segmentation in various 

fields such as characters and faces is possible. In 

these computer vision fields, salient object 

detection and segmentation are very important[2-

5]. By rapidly scanning the entire image, a target 

area where the eyes are concentrated can be 

secured. By focusing on the region of interest, it is 

possible to obtain detailed information on a 

necessary portion, and pay attention while 

suppressing information on other regions. The 

contents of these saliency areas are generally 

called salient objects. 

Salient object detection includes a hand-crafted 

based detection method[6-9] and a method using 

CNN (Convolutional Neural Network), one of the 

deep learning technologies using end-to-end 

learning[10-12]. The deep learning-based 

algorithm mainly has an Autoencoder structure, 

and the Autoencoder is composed of an Encoder 

that compresses and extracts features and a 

Decoder that restores the compressed features. 

These algorithms show higher detection accuracy 

than existing hand-crafted based models. However, 
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since the features are compressed into the Encoder 

process and the image size is reduced, the feature 

map at the connection with the Decoder network 

is very small, and the loss of feature information 

can be increased in the restoration process. In the 

proposed method, in order to reduce the loss of 

feature information when proceeding with the 

Autoencoder network, features were extracted by 

using residual blocks and various activation 

functions in each feature extraction and reduction 

stage of the encoder. In addition, the features of 

each stage extracted from the Encoder process 

were used in the Decoder process of concatenation. 

The experimental results compared and analyzed 

U-Net[13], FCN(Fully Convolutional 

Networks)[14] and the proposed method. 

2. Related Works 

2.1 Autoencoder 

Autoencoder[15] is a studied ANNs(Artificial 

Neural Networks) for compressing image data. 

Autoencoder has the same structure as 

FNNs(Feedforward Neural Networks), and is an 

unsupervised learning model. Unlike FNNs, the 

size of the input and output layers is always the 

same. Autoencoder consists of Encoder and 

Decoder as a neural network that simply copies 

input to output as shown in [Figure 1].  

 

Figure 1. Autoencdoer architecture. 

The Encoder is also called a cognitive network, 

and extracts features of input data, compresses 

them, and converts them into internal 

representations. The Decoder is also called a 

generation network, and converts extracted 

features and a compressed internal representation 

to an output. Deep learning network structure 

often used in the field of salient object detection 

and segmentation. 

2.2 Activation function 

The activation function[16] is a function that 

converts the sum of the input signals to an output 

signal, determines how to output the input signal, 

and stacks layers on the network so that 

nonlinearity can be expressed . The activation 

function is roughly divided into a unipolar 

activation function and a bipolar activation 

function. However, the polarity indicates an 

activation function that can output only a positive 

output value, and the bipolar indicate an 

activation function that can output even if it is 

negative. Typical activation functions used in 

CNN include Sigmoid, Tanh, and ReLU 

(Rectified Linear Unit). The Sigmoid function 

normalizes the input to a value of (0, 1) and is 

expressed by equation (1).  

            (1) 

The Tanh function is a function that comes out to 

complement the Sigmoid function. The input is 

normalized to a value of (-1, 1) and expressed by 

equation (2).  

       (2) 

However, the Sigmoid and Tanh functions have 

small differential values, and in the process of 

optimizing the energy function to be learned, 

gradient vanishing occurs in which the slope 

disappears every time the layer passes. ReLU is 

the activation function that solves these problems 

and is most frequently used in CNN. The ReLU 

function is the same as the positive Linear 

function, and negative values are output as 0. In 

addition, it is learned 6 times faster than Sigmoid 

and Tanh that do not execute the  function, 

and is expressed by equation (3).  

               (3) 
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A graph of each activation function is shown in 

[Figure 2]. 

 

(a) Sigmoid               (b) Tanh                (c) ReLU 

Figure 2. Activation function graph. 

3. Proposed Method 

In the proposed method, the Autoencoder 

structure used the residual block to extract 

features from the input image, and the Decoder 

used concatenate and deconvolution to restore the 

feature map to the input size. In the existing CNN 

method, learning was performed by using ReLU 

as an activation function and utilizing only 

features in the positive region without using 

features in the negative region. The proposed 

method uses the ELU function as an activation 

function to utilize the features of all area. A 

saliency map was extracted through a structure 

containing a lot of these information. The 

structure of the proposed method is [Figure 3]. 

3.1 Encoder for feature extraction 

In this paper, as with existing segmentation 

methods, it was proceeded with the Autoencoder 

structure. The size of the input image was 

adjusted to 224 × 224. First, the input image was 

advanced by a 3 × 3 convolution layer using the 

Encoder of the Autoencoder to extract features, 

and the features were compressed using max 

pooling. Next, unnecessary features were removed 

through a residual block using the ELU activation 

function, and features around and inside the 

salient object were extracted. 

If Convolution layer is deeply stacked, the feature 

was lost in the process of extracting and 

compressing the feature, and the deep structure 

causes overcharging. In the proposed method, loss 

of features was prevented by using a residual 

block, and overcharging was prevented by using a 

short skip connection inside the residual block. 

[Figure 4] is a residual block. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Proposed method architecture.
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(a) existing residual block (b) proposed residual block 

Figure 4. Residual block architecture. 

(A) of [Figure 4] is a conventional residual block 

composed of two 3 × 3 convolution layers and 

two ReLU activation functions. In the existing 

residual block, the result of performing a hidden 

layer (convolution + ReLU + convolution) and the 

input  were connected through a short skip 

connection. After that, the ReLU activation 

function is applied to output only the features in 

the positive region from which the features in the 

negative region have been removed. In this 

process, feature loss occurs. 

The proposed method combines the result of the 

hidden layer (convolution + ELU + convolution) 

using the ELU activation function and the input  

through a short skip connection. After that, unlike 

the conventional method, the concatenate was 

connected to the Decoder for use in the Decoder 

stage, which is a procedure for restoring features 

without applying an activation function. This 

process reduced feature loss and prevented 

overcharging. equation (4) is an expression of the 

provided residual block. 

      (4) 

where, the input is , and , ,  

mean the provided residual function, convolution 

operation, and ELU activation function, 

respectively. The ELU activation function is the 

same as ReLU when the input  is positive and 

converges to -1 when the input  is negative as 

shown in [Figure 5]. Therefore, at the time of 

ReLU as an activation function, the negative node 

was output to 0, and the problem that was not 

learned was solved, and the influence of the 

negative node was reduced, so the ELU activation 

function was used. Equation (5) is an expression 

of the ELU activation function. 

 

Figure 5. ELU activation function graph. 

           (5) 

3.2 Decoder for feature expansion 

In the Decoder process, the feature map was 

expanded and restored through the deconvolution 

and convolution layers without using residual 

blocks. When a feature is extended simply by 

using only deconvolution, loss occurs even if the 

relationship with peripheral features is learned. 

The features extracted in the process of Encoder 

were used for concatenate to reduce the loss of 

features. After that, we combined the features 

extracted from the Encoder process with the 

features extended to deconvolution through 

convolution operations. Stride has used 

deconvolution to double the size of the feature 

map. Equation (6) is an equation for calculating 

the size of the feature map via Deconvolution. 

 

        (6) 

where,  and  represent the height and width of 

the input, respectively, and ,  and  mean 

stride, kernel size and padding, respectively. 

Concatenate connected the same size feature map 

for Encoder and Decoder. Concatenate is 

represented as in [Figure 6] and simply means to 

continue with layer. Equation (7) is concatenate. 

   (7) 
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Figure 6. Concatenate-Connection. 

3.3 Loss function 

As the loss function, a L2 loss function was used. 

This is a loss function that compares the squared 

error between the saliency map created using the 

provided network and the ground truth. We 

learned while reducing the error between the 

ground truth and the predicted saliency map via 

equation (8). 

               (8) 

where  is the ground truth and  is the predicted 

saliency map. 

4. Experimental and Results 

The proposed deep autoencoder network used 

4447 HKU-IS datasets as training datasets, and 

used 1,000 ECSSD datasets and 10,000 

MSRA10K datasets as experimental datasets. The 

proposed method compared the FCN, U-Net of 

deep learning based salient object detection 

method with the experimental results. To compare 

and analyze the experimental results, MAE (Mean 

Absolute Error), Precision, Recall, and F-Measure 

were used as evaluation indexes. Equation (9) is 

an evaluation index MAE. 

  (9) 

 indicates a predicted saliency map, and 

 means ground truth.  indicates the 

size of image. Since MAE is an error rate 

indicating predicted result, the ground truth, and 

absolute error value, smaller value, better the 

performance. Equation (10) is an equation of 

Precision and Recall, and equation (11) is F-

Measure. 

     (10) 

         (11) 

Precision, Recall, and F-Measure are numerical 

values that represent accuracy, and the closer to 1, 

the better the performance. In the F-Measure, the 

value of  was set to 0.3 for evaluation. 

Precision and Recall are calculated based on 

whether the pixel values at the same position in 

the saliency map are equal to ground truth. The 

predicted saliency map was binarized using the 

threshold as a threshold.  

 

Figure 7. Qualitative comparison of predicted 

results 1 (ECSSD dataset). 

(a) Input image (b) ground truth (c) U-Net 

(d) FCN (e) Proposed method 

[Figure 7] is an image comparing the proposed 

method's saliency map with other algorithms 

using the ECSSD dataset as experimental data. In 

the comparison algorithm, we used FCN and U-

Net to learn and experiment under the same 

conditions. U-Net lacked information on the 

boundaries of salient objects, and failed to detect 

starfish images due to loss of features at salient 

parts. The FCN well detected the boundary 

information of the salient object, but lost the 

feature information inside the object. The 

proposed method showed better detection results 

than the two algorithms, and also reduced the loss 

of features. 
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Figure 8. Qualitative comparison of predicted 

results 2 (ECSSD dataset). 

(a) Input image (b) ground truth (c) U-Net 

(d) FCN (e) Proposed method 

[Figure 8] shows the experimental results using 

the ECSSD dataset. Similar to the previous results, 

U-Net and FCN showed a loss of feature 

information inside the salient object and lacked 

boundary information. The proposed method 

reduced the loss of boundary information and 

internal feature information of salient objects and 

showed improved detection results. 

 

Figure 9. Qualitative comparison of predicted 

results 3 (MSRA10K dataset). 

(a) Input image (b) ground truth (c) U-Net 

(d) FCN (e) Proposed method 

[Figure 9] shows the experimental results using 

the MSRA10K dataset. U-Net and FCN showed 

that loss of feature information for salient objects 

was large, and the background area was detected. 

In addition, the FCN occurred a large loss of 

features that progress through the Deconvolution 

process, and the input data is expanded to a large 

size at a time, causing a checkerboard 

phenomenon. The proposed method suppressed 

the information of the background area, and also 

showed that the loss of the feature of the salient 

object was reduced and improved. 

 

Figure 10. Qualitative comparison of predicted 

results 4 (MSRA10K dataset). 

(a) Input image (b) ground truth (c) U-Net 

(d) FCN (e) Proposed method 

[Figure 10] shows the experimental results using 

the MSRA10K dataset. U-Net and FCN showed 

the result that feature information inside the 

salient object was lost and the detection failed as 

in previous result. The proposed method reduces 

the loss of feature information of salient objects 

and shows the detection result closest to ground 

truth. 

[Figure 11] shows the proposed method of MAE 

of ECSSD and MSRA10K dataset and the 

performance of U-Net and FCN. The proposed 

method showed lower error rates at 0.0773 and 

0.0451 for the two datasets, respectively, and 

performed better than the other two algorithms. 
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Figure 11. The Mean Absolute Error of which our proposed method and other methods  

on benchmark dataset. 

 

Figure 12. The Precision, Recall and F-Measure of which our proposed method and other methods  

on benchmark dataset. 

[Figure 12] shows the proposed method of 

ECSSD, Precision, Recall and F-Measure of 

MSRA10K dataset and the performance of U-Net 

and FCN. The proposed method showed higher 

Precision and Recall in ECSSD dataset with 

Precision and Recall of 0.912 and 0.837, 

respectively, than the other two algorithms, and 

the MSRA10K dataset also showed higher 

performance in 0.932 and 0.894, respectively. 

Also, F-Measure also showed higher performance 

than FCN and U-Net respectively 0.895,0.922 of 

two datasets. 

5. Conclusion 

The proposed method used a residual block for 

the deep structure of the Autoencoder structure, 

and proposed salient object detection to reduce the 

loss of features and improve accuracy. Existing 

salient object detection showed the result that the 

object was not segmented or the object, but the 

background, was segmented. The proposed 

method used a residual block to reduce the loss of 

features during the Encoder process and to 

construct a deep structure. In addition, using ELU 

as an activation function, features were extracted 

using both negative and positive regions, and 

objects and backgrounds were distinguished. In 

the Decoder process, concatenate was used to 

minimize the loss of features in the process of 

restoring features to the input size. The proposed 

method showed improved results over existing 

methods. In future research needs to improve the 

loss of internal features of objects. 
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