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Abstract 

Establishment and focus: As internet becomes widely spread, users of web and apps are 

increasing, and even though specification of servers and the network availability are being 

upgraded to handle a large number of user sessions and traffics in web servers, there are 

many limitations in solving the problems. Current situation is that the number of servers 

gets increased to distribute requests of users in order to solve the problem of insufficient 

capacity to handle sessions and traffics as an alternative solution. Users are requesting the 

processing of various functions in the webpages, and since all these processes are recorded 

in the web logs, the amount of the logs is parallel to the number of requests by the users. 

These logs are frequently used to identify the causes when web issues occur. Since the 

service administrator has to check logs of each server by accessing a large number of 

servers one by one in such procedure, it consumes a lot of time resources to check the web 

logs to identify the web issues. 

System: System: In order to reduce the resource, various methods such as FTP (File 

Transfer Protocol) and Filebeat are used to collect logs of a large number of servers into the 

central server. In case of using FTP, a user can roll and send logs by designating certain 

time period or date, and in case of Filebeat, events can be sent through event detection in 

real-time. But if there is a server of which the transmission is omitted in the process of 

collecting logs, the reliability of the log analysis data has to drop accordingly. In this study, 

a plan to enhance the reliability of log analysis data through a system that can monitor 

whether there is any server of which the collection has been omitted by using the access log 

analysis data of Apache web server using ELK is proposed. By using a model that is 

proposed in this study, the time resources that are consumed to collect logs can be saved. It 

is expected to provide smooth service to users by reducing the time to identify the cause 

and take necessary measures since integrated logs are checked when the log data needs to 

be checked due to the occurrence of a failure in future. As for the future study, the study 

that can establish the process which can automatically take necessary actions through the 

analysis of the logs. That are recorded during the occurrence of failures shall be continued. 

Keywords: ELK stack, Elasticsearch, Logstash, Kibana, Beats, Web Log. 

 

1. Introduction 

As much as internet gets spread, the number of 

users who use the web is increasing. Recently, 

web apps that are based on HTML5 and Javascript 

started to be used, and the users who use webs 

instead of apps are also increasing [1]. Even 

though specification of servers and the network 

availability are being upgraded to handle a large 

amount of user sessions and traffics in web 

servers, there are limitations. Insufficient capacity 

to handle sessions and traffics is solved by 

increasing the number of servers to distribute and 
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process requests of users as an alternative solution. 

Various UIs that can utilize more information and 

functions in the webpages are offered. The users 

make requests to process various functions in the 

webpages. All these processes are recorded in the 

web logs, and the volume of the logs is parallel to 

the number of requests by the users. The number 

of logs is greatly increasing along with the 

increase of the number of web users. These logs 

are frequently used to identify the cause when a 

web issue occurs, but in this process, the service 

administrator has to check the logs of each server 

by accessing a large number of servers one by one. 

It means that it consumes a lot of resources to 

analyze web logs including web issues. The log 

analysis is a process that converts raw logs that 

have been recorded due to the occurrence of the 

software system events into information that is 

useful for the administrator and the manager in 

solving a problem [2,3]. Such log analysis is used 

in various domains such as data center operation 

[4–6] and security threat detection [7,8]. In 

addition, the function of analyzing logs accurately 

and quickly can reduce the down time of the 

system, and it is very important in detecting an 

operation problem before it occurs or during its 

occurrence [9]. In order to reduce the resources, 

various methods such as FTP (File Transfer 

Protocol) and Filebeat are used to collect logs of a 

large number of servers into the central server. In 

case of using FTP, a user can roll and send logs by 

designating certain time period or date, and in 

case of Filebeat, events can be sent through the 

event detection in real-time [10]. But there is a 

server of which the transmission is omitted in the 

process of collecting logs, the reliability of the log 

analysis data has to drop accordingly. In this study, 

a plan to enhance the reliability of log analysis 

data through a system that can monitor whether 

there is any server of which the collection has 

been omitted by using the access log analysis data 

of Apache web server using ELK is proposed. 

2. Related Works 

2.1. Apache Access Log 

Apache Access log is one of log files that is a 

generally used type in the web [11]. Apache 

provides mod_log_config module, and the type of 

the access log can be configured using this 

module [12]. Various information such as the 

remote host IP, the request processing time, the 

method, the URI, the protocol, and the HTTP 

status code can be recorded in the log. Since 

custom log type can be designated, fields can 

either be added or removed as needed by a user. 

2.2. ELK Stack 

The following [Figure 1] is a data flow diagram of 

Elastic Stack [14].  

 
Figure 1. ELK Stack Structure. 
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After collecting and analyzing the data with the 

Logstash, it is stored in the Elasticsearch. The data 

that is stored in the Elasticsearch gets displayed 

through the Kibana as numbers or graphs so that it 

is easier for a user to see. ELK Stack is composed 

of Elasticsearch, Logstash, Kibana, and beats.  

The ELK Stack is a collection of software that is 

specially designed to process, store, query, and 

visualize the logs [13], which is an integrated 

solution that is currently called Elastic Stack. The 

fourth product which is called Beats is a light-

weight shipper that sends data from an edge 

device to Logstash, and it is added to the stack. 

Also, the Elastic Stack can be configured as on-

premises or it can be used as SaaS (Software as a 

Service) which is offered by an external company 

of the cloud.  

2.2.1. Elasticsearch 

Elasticsearch is a JSON-based document-oriented 

database, and it is a distributed search and 

analysis engine [15,16]. The Elasticsearch was 

implemented based on Apache Lucene, and it is 

an open source software that is designed to have 

the most optimal performance. It can be 

distributed, and it is a search engine with excellent 

scalability. The inverted index is implemented by 

using finite state transducers for querying entire 

texts, BKD tree [17] for storing numerical and 

geographical data, and the column repository for 

the analysis. Since the entire text search engine 

extracts the data that is closely related to the 

search condition, the Elasticsearch only searches 

the data that exactly matches the search condition 

and thus performs the data search more flexibly, 

compared with the current relational database 

management system.  

Also, the Elasticsearch doesn’t explicitly provide 

schema for multi logs, but indexes each log data 

item as a JSON document (simple list of key-

value pair). It is designed as a cluster system for 

the scalability and stability, and additional node 

can be conveniently used according to the amount 

of the data and query to be processed. Each 

document that has been indexed is subdivided as 

multiple pieces and duplicated copies, and the 

number can be decided as necessary. If the pieces 

and duplicated copies are distributed from the 

node, the stability gets improved. Since RESTful 

API is provided by using the JSON document 

through HTTP, the document control, the 

parameter configuration and the status check can 

be conveniently performed through the HTTP 

interface of the external application program [14]. 

Such Elasticsearch can provide a help to the real-

time big data analysis through the combination of 

high flexibility and convenient expansion options 

for each requirement [18].  

The following [Figure 2] is a configuration 

diagram of Elasticsearch cluster. 

 
Figure 2. Elasticsearch Cluster Configuration. 

2.2.2. Logstash 

Logstash is a message processing pipeline, and a 

message is processed in the steps of input, filter, 

and output [14]. It is an open-source data 

collecting tool that has various and flexible 

functions and transmission pipelines that can 

process and display all logs that can be created in 

web servers, systems, applications, and error logs. 

The following [Figure 3] is the Logstash structure. 
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Figure 3. Elasticsearch Cluster Configuration. 

Logstash is a plug-in-based event forwarder that 

has various functions. It can collect data from 

multiple sources simultaneously and send the data 

to other places after the conversion, and each 

event is processed through 3 step pipelines as 

follows [19]. Firstly, it can process a certain input 

stream as an input plug-in, it supports various 

input types, and it can capture events in TCP/UDP 

socket, HTTP API end point, Elasticsearch, CSV 

file and all general data sources. Secondly, 

complex jobs can be performed as it provides a 

plug-in for various data jobs and applies it 

conditionally. Thirdly, in case of displaying the 

data, it supports the extensive range of types.  

Although all events are sent to the Elasticsearch, 

the Logstash can independently store the data 

through SQL database, CSV file, and data analysis 

algorithm, and it can also display in the console 

for the purpose of debugging. 

2.2.3. Kibana 

Kibana is an expanded type interface, which 

visualizes web-based dialogue-type data in detail 

[13,14]. Also, according to an official document 

of Elasticsearch, the Kibana is an open-source 

analysis and visualization platform for structured 

and unstructured data that is designed to 

interoperate with the Elasticsearch. It can get the 

data from the Elasticsearch, visualize such data 

based on the user definition, and provide tools 

necessary to display in the intuitive dashboard 

[20].  

It offers the visualization of all types of data; 

provides lines, bars, and distributed graphs which 

are easier for users to understand by intelligently 

performing mathematical analysis and conversion 

on the data; and can creatively visualize the 

geographical information and location data by 

utilizing the system data sharing, the flexible 

interface, and the map service. 

2.2.4. FileBeats 

Filebeat is a part of Elastic Stack that is known as 

Beats, and it is one of light-weight data shippers. 

Beats data Shipper is designed to be installed in 

the machine that creates the data without effecting 

the performance of the machine with a single 

purpose, and it can read text-based log files and 

send them to Elasticsearch or Logstash [21]. 

3. Proposed Model 

3.1. Model Configuration 

The following [Figure 4] is a system configuration 

diagram that is proposed in this study. Many 

CentOS 7 version of Linux-based servers runs 

Apache Web Server, and they record logs related 

to the user requests. ELK Stack 6 version which is 

composed of Logstash, Elasticsearch, Kibana is 

installed in the central server, and the database is 

installed and configured with MySQL 5.7 version. 
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Figure 4. System Configuration Diagram. 

3.2. System Flow Diagram 

The following [Figure 5] is a system flow diagram 

that is proposed in the study, which is composed 

of 4 steps in large. Firstly, it sends the access.log 

data that is recorded by detecting 

/var/log/httpd/access.log which stores the access 

records of each web server through Beats to 

Logstash of the central server. Secondly, the time 

information, the service IP information and the 

host domain information get extracted from the 

logs that have been received from Beats through 

the filter in the Logstash. The extracted data is 

sent to Elasticsearch of the central server. Thirdly, 

the Elasticsearch extracts the unique value of 

service IP that corresponds to the host domain by 

analyzing logs that have been collected. Fourthly, 

the extracted host domain and Service IP data are 

compared to the status data that is stored in the 

DB. Fifthly, the status data and omission detection 

data are shown by visualizing them based on the 

user settings. 
 

 
Figure 5. System Flow Diagram 
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Logstash configuration is composed of input, filter, 

and output. The input configures the Host IP and 

the port number to be received from Beats. The 

filter determines the rule to make a filter on the 

logs that are received from the Beats.  

In this study, if fileset and module are Apache, the 

HTTPDATE type shall be designated to be date, 

the HOST type shall be designated to be 

host_domain, and the IP type shall be designated 

to be service_ip. Since the content of a message is 

not used afterward, it shall be deleted with 

remove_field. The output designates the location 

that the data to which the filter has been applied 

would be sent to. In this configuration, it was 

designated to be localhost where the Elasticsearch 

is installed. The following [Figure 6] is an 

algorithm to send access and error logs that have 

been collected in the Filebeat module by the 

Logstach pipeline configuration and analyze the 

syntax. 

 

 
Figure 6. Logstash Pipeline Configuration Algorithm 

3.3. Database Configuration 

The following [Table 1] is a structure of the table 

that contains IP data which services the host 

domain. Index is a field that is a unique key value 

of the host domain and service IP that are 

registered as the sequence data. host_domain is a 

name data field of the host domain, and service_ip 

is an IP address field of the server that executes 

the host domain service. 

Table 1. DB Table Information. 

Field Type Description 

index int(10) index 

host_domain varchar2(255) Host Domain name 

service_ip varchar2(50) Service Server IP Address 
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The following [Figure 7] is an algorithm for 

searching Service IP.  

 

Figure 7. Service Search Algorithm 

By using data of the host domain that is used 

during the log analysis, the Service IP list is 

searched in the service status table. The data that 

has been searched is used when finding the 

service IP that had been omitted from the 

collection by comparing with the IP that has been 

acquired through the log analysis. 

4. Results and Discussion 

The following [Figure 8] is a system monitoring 

page that can check the overall status of 

Elasticsearch, Kibana, and Logstash by using 

Kibana.  

 

 
Figure 8. Module monitoring 

Health section is composed of green and red, and 

the status of each group can be checked. As for 

the monitoring items in the Elasticsearch, the 

amount of use of the disk is checked in order to 

see the size to query, and the amount of use of the 

memory is checked in order to check the Heap 

section where the instance and array of JVM (Java 

Virtual Machine) are stored. The monitoring items 

in the Kibana include the number of connections 

and the amount of use of memory. The monitoring 

items in the Logstash include uptime that can 

check the service initiation time and JVM Heap 

which is same as the Elasticsearch.
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The following [Figure 9] is a program screen that 

monitors the collection status of each server and 

system indices at the same time by using Kibana. 

Service IP status is shown, and the collection 

status of the related service is shown in Status. If 

the collection is not taking place, it is shown as a 

red circle with ‘Red’ text, and if the collection is 

taking place, it is shown as a green circle with 

‘Green’ text. Additionally, the amount of use, 

Load Average, JVM Heap Used, and Events 

Ingested of CPU of each server can be checked, 

and the status of each server can be checked at the 

same time. 

 

 
Figure 9. Log collection monitoring system. 

5. Conclusion 

The number of servers that provide web services 

is increasing as the number of internet users 

increases. As the number of servers that provide 

web services is increased, the number of servers 

the administrator has to manage is also increased 

as well. When an issue occurs in the web service, 

the administrator has to take a look at the logs and 

find a way to solve the issue, but it takes a lot of 

time resources while checking each log of many 

servers by accessing ssh of the servers. In order to 

solve this problem, a plan to enhance the 

reliability of the log analysis data through a 

system that can monitor whether there is any 

server of which the collection has been omitted by 

using access log analysis data of Apache web 

server using ELK is proposed in this study. 

Through the proposed model, the administrator 

can reduce the time resources that are consumed 

for collecting the logs, and it is expected to 

provide smooth service to users by reducing the 

time to identify the cause and take necessary 

measures since integrated logs are checked when 

the log data needs to be checked due to the 

occurrence of a failure. As for the future study, the 

study that can establish the process which can 

automatically take necessary actions through the 

analysis of the logs that are recorded during the 

occurrence of failures shall be continued. 
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