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Abstract 

Establishment and focus: Texts provide important information to convey the meaning of an 

image. Therefore, there is a need for accurately segmenting characters included in images 

as a prerequisite of character recognition. 

System: This study introduces an approach of extracting text regions included in 

stereoscopic images based on texture and depth features. The method first segments 

candidate text areas using texture features. Then, after character region localization is 

performed, the background is separated from the localized character string. Finally, the 

depth feature is utilized to confirm whether the obtained text areas contain only the text 

regions and not the non-text regions. In the testing of this study, the introduced algorithm 

detected the character regions in input color images more accurately than the existing 

algorithm. To compare the performance of the introduced character region acquisition 

method, we used a correctness metric expressed as a percentage that shows the ratio of 

exactly localized strings that do not contain non-character areas to the total localized 

strings. For performance comparison, we also implemented the conventional neural 

network-based text detection method. In general, when there is an artificially inserted 

background, the background area is simple, so that the binarization of the text area is 

performed accurately. However, in the case of texts without an artificial background, it is 

difficult to accurately binarize the text and the background in the existing method, but the 

proposed method can obtain relatively good results by using texture and depth information 

simultaneously. The proposed method improves the accuracy of character area verification 

by greatly reducing the extraction of non-character regions with the help of three-

dimensional depth information. The suggested text region extraction approach is expected 

to be very useful in computer vision related fields such as movie caption recognition, 

character recognition, license plate extraction, and so on. 

Keywords: Fused Characteristics, Color image, Background Area, Verification Stage, Text 

Area. 

 

1. Introduction 

In recent years, various multimedia materials have 

been exponentially spreading due to the very fast 

Internet, the emergence of various authoring tools, 

and the development of mass storage devices. In 

general, multimedia materials are mixed contents 

that combine various media such as sound, video, 

and text. In particular, the character information 

such as the caption includes information that is 

very important for grasping the content or 

meaning of the image. Therefore, there is a 
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continuous need for a study on accurately 

segmenting characters included in several moving 

images as a preliminary step of character 

recognition for indexing and searching multimedia 

materials [1-5]. 

In the literature, various research methods for 

segmenting character regions have been 

introduced. In the frequency-based method [6], 

after dividing the image into block units, the 

character was extracted using the feature that the 

high frequency elements horizontally and 

vertically are very large in character areas. The 

method proposed in the study [7] introduced a 

method of acquiring a text area by leaving the 

edge of the text area strongly and deleting the 

remaining edges. In the study [8-9], the saturation 

value is used and a color transfer map between the 

text and the background is generated to detect the 

character region. Additionally, other approaches of 

extracting the character area continue to be 

introduced [10]. 

Many techniques for segmenting characters have 

been studied, but there are still problems to be 

solved. In particular, many existing methods 

attempt to extract text areas mainly from two 

dimensional images. Recently, three-dimensional 

stereoscopic images have been widely used, but 

studies on extracting characters existing in three-

dimensional images using three-dimensional 

features are currently hardly found. 

Therefore, in this study, we introduce an approach 

of robustly extracting text areas included in color 

images based on texture and depth features by 

receiving three-dimensional stereoscopic images. 

Fig. 1 shows the flow chart of the character region 

acquisition strategy introduced in this study. 

As can be seen in Fig. 1, the introduced algorithm 

accepts three-dimensional images taken in three 

dimensions and segments candidate character 

areas that are expected to have characters from the 

images using texture features. Then, after 

performing character region localization 

extracting only a portion forming the character 

string from the candidate character region, the 

background is separated from the localized 

character string and only the characters are 

extracted. Finally, the distance feature is utilized 

to confirm whether the obtained character area 

contains only the text area and not the non-text 

area. 

Feature extraction

Depth images

Candidate detection

Area localization

Distance extraction

Text segmentation

Text areas

 
Figure 1. Overall flow chart of the proposed method 

In Chapter 1, it is described the motivation and 

background of this study and a general overview. 

In Chapter 2, it is introduced the technique for 

extracting candidate character areas. In Chapter 3, 

it is described how to localize character areas. In 

Chapter 4, it is described the technique of 

segmenting localized text areas into text and 

background areas. In Chapter 5, it is explained 

how to verify candidate text regions. In Section 6, 

the experimental results are performed to examine 

the performance of the introduced text 

segmentation algorithm. In Section 7, the 

conclusion and future study directions are 

presented. 

2. Acquisition of Candidate Text Areas 

The candidate character region is segmented in the 

image using texture features. In order to extract 

the texture, we utilize the characteristic that high 

frequency components are large in the area where 
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characters exist in the image. First, after dividing 

an image into grids of 88 pixels, a discrete 

cosine transform (DCT) coefficient co like 

Equation (1) is extracted in grid units [11-13]. 
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In Equation (1), u and v denote frequencies in the 

transverse and longitudinal directions, N 

represents the number of pixels in the grid, and I 

means the gray-scale value of the input image. x 

and y represent the coordinates of the pixels in the 

grid. K is a coefficient. When u or v is 0, K is 

2/1 ; otherwise K is 1. 

In general, since the character area has a larger 

coefficient value of the transverse high-frequency 

component than the non-character region, the 

transverse high-frequency component of each grid 

is computed to remove blocks having low 

horizontal high-frequency components from each 

candidate block. 

In this paper, only grids larger than the average of 

the transverse high-frequency components of all 

grids are selected as candidate blocks. 

Subsequently, the noise blocks are removed, and 

opening morphological operations [14-17] are 

performed using a 1×3 mask to connect the 

unconnected blocks. Then, blocks having a small 

longitudinal high-frequency component are 

deleted from the candidate character area. When 

the block is expanded using a 3×3 mask, the 

character area is enlarged. Therefore, we can 

restore the text area that was not detected because 

the high-frequency component is not sufficiently 

generated, including only the text area, the end of 

the text stroke, or only a very small region of the 

character stroke. Finally, a minimum enclosing 

rectangle (MER) corresponding to the detected 

character area is obtained. Then, the input image 

corresponding to the MER is acquired [18-20]. 

Since the candidate character area extracted in 

MER unit in the previous step is difficult to grasp 

the exact position of the string and also includes 

many non-character areas, the character area 

localization to minimize and extract to the area 

forming only the string should be performed. To 

this end, we utilize the property that a large 

amount of edges form a cluster near the text’s 

stroke. In this study, we extract the edge map 

corresponding to the candidate character region 

using the Sobel edge mask [21-23]. 

Subsequently, the noise edges in the form of lines 

connected in the transverse and longitudinal 

directions are deleted. The edge map is then 

projected in the horizontal and vertical directions 

to produce a string of lines. To do this, we create 

an edge histogram and apply thresholds to 

determine if the edges are dense in a row or 

column. In addition, when detecting line-by-line 

strings, spaces should be considered. In general, 

the spacing in a text string is less than the height 

of the string. 

Finally, character recognition is meaningless when 

the height of MER is less than or equal to the 

height where character recognition is not possible, 

and when the width of candidate text MER is 

smaller than the height. 

3. Extraction of Text Areas 

After localizing the text area, the localized text 

area is divided into background and character 

regions. Normally, there is a prior fact that the text 

is black and the non-text is white in the document. 

However, the subject image of this study does not 

have such prior knowledge. Therefore, in this 

paper, it is needed to distinguish between 

character and non-character in the character 

region, and to decide the gray-scale value for each 

of them. This procedure proceeds as follows. 

First, an input image is converted into an intensity 

image, the Otsu’s method [24-26] is used to obtain 

a best parameter value using histogram 
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segmentation, and then the segmented gray-scale 

image is converted using Equation (2). In 

Equation (2), GR(x, y) is an intensity image, and 

BI(x, y) is a binarized image. In addition, T1 

represents a threshold value. 
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Second, two binarization maps are generated from 

the binarized image. Third, while scanning the 

image, the maximum inscribed rectangle (MIR) 

where the text area exists is extracted. Fourth, the 

average and variance of the MIR area are acquired 

using the length of one side of the MIRs acquired 

from the process so far. Sixth, the gray-scale value 

of each pixel is computed by comparing the 

maximum inscribed rectangle variance extracted 

from each map. If the variance of the map 

corresponding to black is small, the segmented 

image acquired in the first step is kept as it is, 

otherwise the binarized image is inversely 

transformed. This process generates an image 

B’(x, y) in which the gray-scale values of 

characters and non-characters pixels are 

determined. In this study, we set the gray-scale of 

character to 0 and the intensity of non-character to 

255. 

If the border contrast value of the letter is 

analogous to the contrast value of the non-

character, the border of the letter is integrated into 

the non-character, so that the segmentation of the 

character and the non-character is carried out well. 

However, if the border contrast value of the letter 

is not similar to the text or the non-text, the 

segmentation of the character and the non-

character does not proceed normally. Many 

existing methods have been proposed to solve this 

problem, but the results are not good. However, in 

this paper, we solve this problem by using 

distance information which is a three dimensional 

feature. 

Candidate character regions extracted through the 

aforementioned character region localization 

process may still include non-character regions. 

Therefore, in this study, candidate text areas are 

verified by using 3D depth information and an 

artificial neural network [27-29], and only real 

text areas are selected except non-text regions. 

Although the conventional candidate character 

region verification algorithm using only artificial 

neural networks shows some accuracy, many 

misclassifications occur for candidate regions 

such as flowers, roofs, and wires, in which 

features analogous to the character regions are 

extracted. 

In this paper, we verify the text area by combining 

three-dimensional depth information and an 

artificial neural network. First, a depth image is 

extracted through stereo matching from left and 

right input images. Second, after obtaining depth 

information of the pixel corresponding to the edge 

portion of the localized text area, the average and 

standard deviation of the extracted depth values 

are obtained. Third, since the depth values 

corresponding to the character areas are similar, 

the character areas with standard deviations or 

more are determined to be non-letter areas and are 

first removed. Fourthly, the text area is 

secondarily verified using a neural network-based 

learning. That is, the direction of the edge for the 

first-validated character area is divided into 16 

directions, the size of the edge in each direction is 

taken as the input of the artificial neural network, 

and then non-character areas are secondarily 

removed by comparing with the value learned for 

the background area. 

In this paper, to extract three-dimensional depth 

information, we apply the stereo matching 

algorithm [30-32] based on graph cut [33-35], 

which is known to show good performance 

recently among several existing methods. For this 

purpose, the image is converted into an intensity 

image, and the disparity information is extracted 

by matching the left and right images. The neural 
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network-based learning utilized in this study 

consists of 32 input nodes without bias nodes, one 

hidden layer with 28 nodes without bias nodes, 

and an output layer with two nodes. The feature 

used in the neural network-based learning is the 

size of the edge for the foreground and 

background of the candidate character area. 

Equations (3) and (4) are used for determining the 

direction and magnitude of the edge used for the 

feature. 
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The directions of the edges calculated for each of 

the foreground and background of the candidate 

character region are divided into 16 directions to 

generate 32 histograms used as inputs of the 

neural network-based learning. The histograms 1 

to 16 accumulate the magnitude of the edge 

obtained from the character region in bins along 

each direction. The histograms 17 to 32 

accumulate the magnitude of the edge obtained 

from the non-character region in bins along each 

direction. Then, the corresponding histogram is 

divided by the total size of the character edge or 

the total size of the non-character edge. 

4. Experimental Results 

The laptop computer used for the testing consists 

of an Intel Pentium Core 2 Duo 2.66GHz CPU 

and 8GB of memory, and Microsoft Windows 10 

was used as the operating system. In addition, 

Microsoft’s Visual C ++ 2015 integrated 

development environment (IDE) was utilized to 

develop the character region extraction approach 

using the three-dimensional depth information 

suggested in this study. Additionally, a variety of 

stereoscopic color images were acquired and used 

to construct the character image dataset to be 

made use of in the experiment. 

In this paper, in order to quantitatively compare 

the performance of the introduced character 

region extraction method, we used a correctness 

metric expressed as a percentage that shows the 

ratio of exactly localized strings that do not 

contain non-character areas to the total localized 

strings, as in Equation (5). In Equation (5), 

NOacc_text represents the number accurately 

localized texts and NOlocal_text denotes the number 

of localized texts. 

(%)100
_

_
=

textlocal

textacc

acc
NO

NO

                            (5)

 

Fig. 2 quantitatively shows the accuracy of the 

conventional neural network method and the text 

area verification method using the proposed three-

dimensional depth information. In general, when 

there is an artificially inserted background, the 

background area is simple, so that the binarization 

of the text area is performed accurately. However, 

in the case of text without artificial background, it 

is difficult to binarize the text and background in 

the existing method, but the proposed method can 

obtain relatively good results by using depth 

information.  

 

Figure 2. Performance evaluation 

As can be seen in Fig. 2, the introduced algorithm 

improves the accuracy of character region 

verification by greatly reducing the extraction of 

non-character regions with the help of three-

dimensional depth information. 
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In this study, text recognition was carried out by 

receiving the text area extracted in the previous 

step into the character recognizer. In this study, 

text recognition was carried out using READ IRIS 

Pro 10, which is known to have a good character 

recognition rate. As expected, the character 

recognition based on the proposed character 

segmentation method showed higher recognition 

rate than the conventional method. 

5. Conclusion 

In general, text information provides very 

important information for effectively 

understanding the content or meaning of an image. 

Therefore, there is a need for a study on 

accurately segmenting characters included in 

various images as a prerequisite of character 

recognition for indexing and searching 

multimedia materials. Therefore, in this study, we 

introduce a novel approach that effectively 

partitions the text region existing in three-

dimensional stereoscopic images by combining 

texture and depth features. 

First, candidate character regions expected to be 

located from the input image is extracted using 

texture information, and localization is performed 

to extract only an area in which a character string 

exists except the background region from 

candidate character regions. Then, the candidate 

text areas were verified using the depth 

information, and only actual text areas were 

segmented except non-character regions. 

Experimental results show that the introduced 

approach extracts the text area more robustly than 

the conventional two-dimensional text area 

segmentation method. 

In the future, we will attempt to improve the 

performance of the text area extraction method 

using texture and depth data introduced in this 

study by testing more various types of 

stereoscopic color images. We will attempt to 

extract character regions from dynamic images 

that contain distorted character regions by 

applying artificial intelligence algorithm. In 

addition, it is planned to consolidate the algorithm 

by repeatedly tuning many arguments used in the 

proposed algorithm. 
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