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Abstract 

The stock price prediction system has been developed and, it is being used. Most of them 

use the time series inference to analyze past stock price analysis data and the recent 

artificial intelligence based deep learning to learn the pattern of stock price fluctuations and 

the future. However, there are many factors that affect stock prices, and it is literally 

impossible to forecast the future with historical data, and the stock market will not be able 

to repeat past trading patterns, and it will respond to new situations at every moment 

including international relations, specific events, and celebrity comments. Because of the 

impact, even with deep learning algorithms, it is nearly impossible to predict exact the 

price of stocks that change over time. In addition, the 2013 Nobel Prize winner in 

Economics Eugene Fama mentioned that it can make profits from the market with a 

temporary strategy, but if other market participants grasp the pattern, and the strategy is not 

effective. Therefore, it is impossible to continue to win the market. Realistically, Eugene 

Fama mentioned that it could be able to make a profit if one wants to make a profit, and 

then it responds to a changing market. Therefore, based on historical data, finding the 

closest situation to when the stock price has risen will be able to predict the stock price 

continuously. This research collects all the possible news texts from the Internet by using 

YTextMiner and analyses time series data from past stock market using RNN(Recurrent 

Neural Network). This research results can effect on all kinds of prediction system such as 

earthquake prediction, weather forecast, crime prediction, and election. 
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1. Introduction 

The stock price prediction system has been 

developed and is being used, but most of them use 

the time series inference to analyze past stock 

price analysis data and the recent artificial 

intelligence based deep learning to learn the 

pattern of stock price fluctuations and the future. 

We are using a system to predict. However, there 

are many factors that affect stock prices, and it is 

literally impossible to predict the future with 

historical data, and the stock market will not be 

able to repeat past trading patterns, and will 

respond to new situations at every moment, 

including international relations, specific events 

and celebrity comments. Because of the impact, 

even with deep learning algorithms, it is simply 

impossible to know the price of stocks that change 

over time. In addition, the 2013 Nobel Prize 

winner in Economics Eugene Fama created an 

efficient market hypothesis that, while a 

temporary strategy could make money in the 

market, it is impossible for other market 

participants to grasp the pattern so that if the 

strategy is not effective, it will not be able to 

continue to win the market. However, realistically 

Eugene Fama may be able to make a profit if one 
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can make a profit and respond to a changing 

market. Therefore, based on historical data, 

finding the closest situation to when the stock 

price has risen will be able to predict the stock 

price continuously. In this project, we analyze the 

past stock price analysis using RNN (Recurrent 

Neural Network) and analyze the influence on the 

stock price by searching the real-time stock news 

by using inference through time series and 

YTextMiner (Text Miner) [1]. The innovation of 

this project is the stock price prediction 

technology using circulating neural networks 

(RNN) and news mining, which can be applied to 

securities firms and investment institutes by 

developing a specialized stock price analysis 

model for each stock by developing a program 

that predicts the short-term stock price. The 

forecasting program is expected to generate high 

profits from business models due to its diverse 

application. 

Additional information such as KOSPI index, 

KOSDAQ index, exchange rate information, 

Bollinger Bands, trading value, supplementary 

indicators, stock news, etc. that affect stocks are 

analyzed and predicted through RNN. 

LSTM (Long Short Term Memory) networks are a 

type of RNN, and LSTM is continuously 

multiplied by values between [-1, 1] by Chain 

Rule, which is a long-term dependency problem. 

It can solve the problem that the parameters are 

not updated and disappear. It is the algorithm 

proposed by Hochreiter [3]. The existing RNN 

simply calculated St = tanh (Uxt + WSt) when 

calculating the hidden state (St) in the hidden 

layer. However, there are four calculation 

processes in LSTM. As shown in the hidden layer 

of LSTM below, there are four Neural Network 

Layers. Figure 1 shows the four Neural Network 

Layers.   

The C value, which flows like a conveyor belt 

on Figure 1, is the cell state, and the LSTM has 

three gates to protect and control this cell state: 

forget, input, and output gates to prevent 

vanishing gradients and allow the gradient to 

flow effectively. 

 

• Forget gate  ft  is literally a gate to forget 

past input. Because the output range of the 

sigmoid function is 0 to 1, if value is 0, the 

data of the previous state is forgotten and 

if it is 1, the data of the previous state is 

completely stored. 

 

• Input gate is a gate for remembering 

current input. This value is 0 ~ 1 because 

it is a sigmoid, but the ĉt of hadamard 

product is -1 ~ 1 because it is hyperbolic 

tangent result. Therefore, the result may be 

negative. 

 

• The output gate ot is the gate for the final 

result ht, and the final product of the 

LSTM is the product of the hadamard 

product of the hyperbolic tangent of the 

cell state. 
 

Keras is a Python library that makes deep learning 

easy. Keras is a high-level interface that makes it 

easy for developers to implement deep learning. 

Keras makes it easy to implement deep learning, it 

can develop an artificial based stock price 

prediction system [4].  
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Figure 1. Structure of LSTM. 

2. Related Work 
 

The development of prediction systems using 

artificial intelligence has past data because it can 

be applied in a variety of fields, such as weather 

forecasts, climate change, earthquake occurrence, 

typhoon movement routes, virus movement routes, 

and car movements. Research for predicting the 

future is actively progressing. Among them, stock 

price prediction is known in the field where 

technology development is most actively 

performed due to the large market size. A lot of 

effort has been put into stock price forecasting 

because it is necessary to determine buying and 

selling timing through continuous monitoring. 

However, applying artificial intelligence deep 

learning techniques to analyze past data If the 

news affecting the stock price is automated by text 

mining and the number and sales are made via a 

trading bot, the selling and buying can proceed at 

the optimal time without unnecessary monitoring. 

The need to develop artificial intelligence-based 

automated trading bots is necessary to minimize 

losses through emotional investment through 

technical analysis and to buy and sell shares more 

efficiently. 

In the United States, most systems trade 

through automated trading programs. There is a 

clear standard through technical analysis, not an 

automatic trading program and simply 

unexplained line of trading machines, there is a 

clear standard through this algorithm, trading and 

raising to professional investor level Marketing 

can be carried out, selection of market price, 

number of products, sale number according to the 

approach Split sale bulk sale according to the 

trading period, no emotional loss and next 

paragraph, mechanical marketing of artificial 

intelligence If you get rid of the most poisoned 

sentiment in the stock market and seize the cost of 

a loss due to soaring and falling when time 

investment is not possible, then take the stock 

with two rabbits: expertise and time. It will be 

able to do predict.  

This artificial intelligence-based automatic stock 

forecasting research is an IT program developed 

to open a new era to a healthy stock culture 

through a standard investment and unscrupulous 

stock investment in the past indiscriminate stock 

investment. And can provide tools to become 

successful investors in the right stock culture. 

 

3. Proposed Stock Prediction System    
 

Many programs that analyze artificial intelligence-

based time-series data to predict stocks are under 

development, but stock news that affects stocks is 

still text-mining and weighted stock analysis is 

still being performed. We expect this product to be 

highly competitive. 
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3.1. Test Environments 

The testing code is based on Python 3. We used 

Samsung Electronics past data from Yahoo 

finance. The data we use is contained in the 

005930.csv file and consists of the closing price 

of the Yahoo finance from January 2016 to 

January 2020.  

 

3.2. Test Software 

We used Jupyter notebook[5], Tensorflow[6], 

and Keras. Tensorflow is an end-to-end open 

source platform for machine learning. It has a 

comprehensive, flexible ecosystem of tools, 

libraries and community resources that lets 

researchers push the state-of-the-art in ML and 

developers easily build and deploy ML powered 

applications. The Jupyter Notebook is a widely 

open web application tool that it can be used for 

creating and sharing documents which contain 

text, visualizations, equations, and live code. In 

addition, Jupyter Notebook is maintained by the 

people at Project Jupyter. Jupyter Notebooks are 

a spin-off project from the IPython[7] project, 

which used to have an IPython Notebook 

project itself. The name, Jupyter, comes from 

the core supported programming languages that 

it supports: Julia, Python, and R. Jupyter ships 

with the IPython kernel, which allows you to 

write your programs in Python, but there are 

currently over 100 other kernels that can be 

used as well[8-11]. 

 

3.3. Data set and Testing Software 

Environments 

Currently, Python 3.7 is available. However, 

Python 3.7 doesn’t fully support Keras library. 

Thus, we used Python 3.6 instead the current 

version. There is a minor modification to use 

this code, if you use Python 3.7 in Table 1[12].  

Table 1. Python 2.0 source code for data import 

 

Table 2 is Samsung Electronics stock dataset from 

Feb. 2016 to Feb. 2020. If No.1 is standard, the 

stock prices are transferred as less than 1 or larger 

than -1 which is normalized process. The 

incremental in Table 2 is Middle(No.1) / 

Middle(No.2) -1.  Pandas in Table 1 is enable to 

load data as *.csv file from Yahoo finance.  If you 

run data.head() in Jupyter Notebook1, it will show 

the result as Table 2. We computed average price 

(average_prices) between high and low, and then 

calculate incremental. After calculation of average 

price, we created windows in Table 3[12]. 

Table 2. Samsung Electronic past stock data set 

 

 

 
 

 
1 Jupyter Notebook is an open-source web application 

which is Python web based editor, and it can allow you 

to create and share documents which contain live code, 

equations, visualizations and narrative text.  

import datatime 

From pandas as pd 

from keras.models import Sequential 

from keras.layers.core import Dropout, Activation, 

Dense  

from keras.layers.recurrent import LSTM 

  

#Step 1: import for past stock past data 

data=pd.read_csv('005930.KS.csv') 

data.head() 

 

#Step 2: Calculate average price 

high_prices = data['High'].values 

low_prices = data['Low'].values 

average_prices = (high_prices + low_prices) / 2 

... 

No Date High Low Middle Incremental 

1 
2019-02-

08 
45,700 44,650 45,175 0 

2 
2019-02-

11 
45,000 44,250 44,625 0.0123 

3 
2019-02-

12 
46,250 44,650 45,450 -  0.0182 

4 
2019-02-

13 
46,700 46,000 46,350 -  0.0194 

5 
2019-02-

14 
47,500 46,150 46,825 -  0.0101 

… … … … … … 
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Table 3. Create Windows 

Seq_len in Table 3 means set of training set, so 

it starts with No.1 thru No. 30 in Table 2. We 

used 30 training set that is 30 days stock trading 

data set. After training, it predicts the next day 

price so that stock investors can decide whether 

they sell or buy stocks. In order to predict price 

well, we normalized data set in Table 4. We 

divided train and test data set with 9:1 ratio (row 

= int(round(result.shape[0] * 0.9)).  0.9 in Table 

4 means that training set is 90% of data set, and 

0.1 means that test set is 10% of data set. It 

depends on which stock you will predict for 

future[12,13].  

 

Table 4. Normalizing data process 

Now, it is time to build a model. Because of 

time serial data, we built a model as 

Sequential() function from Keras library. Table 

5 shows which model we used for Samsung 

Electronics. Sequential model is very common 

in most stock prediction case[12].    

Table 5. Sequential model 

 

After building a sequential model, training get 

started as Table 6. We used fit method in model. 

Batch_size in Table 6 is how many data we can 

train in a row. Epochs is repeat count and unit of 

data set. We used 90% of training set and 10% 

of test set which is confirmed for validation. 0.9 

in Table 4 is divided training set and test set. 

Each set is different, and it has never been 

overlapped[12].    

Table 6. Training process 

 

Table 7. Model Results 

Table 7 shows the model execution result. LSTM 

is library in Keras and it trained 30 sets which 

means 30 days stock past data from Yahoo finance. 

(None, 1) in Table 7 means 1 day prediction. 

Therefore, we trained 30 days and received future 

1 day for Samsung stock price.  

 
4. Conclusion   

 

This study relates to a real-time securities 

information prediction program, and more 

particularly, to a real-time securities information 

prediction program of a new concept that enables 

users to easily determine the securities to purchase. 

Recently, as the Internet is activated, securities 

information providing sites that provide securities 

information using Internet communication are 

increasing. The stock information providing site is 

able to transmit the stock information displayed 

on the market board of the current stock exchange 

in real time through the Internet homepage, and 

the user can check the stock information in real 

time without visiting the stock exchange floor. It 

can be used as a source of information. However, 

such a stock information providing site is difficult 

to accurately determine which stocks to buy and at 

what point by providing information about the 

seq_len = 30 

sequence_length = seq_len + 1 

result = [] 

for index in range(len(middle_prices) - sequence_length): 

    result.append(middle_prices[index: index + 

sequence_length]) 

# Normalized data set 

normalized_data = [] 

for window in result: 

    normalized_window = [((float(p) / float(window[0])) 

- 1) for p in window] 

… 

result = np.array(normalized_data) 

 

# Divide train and test data set 

row = int(round(result.shape[0] * 0.9)) 

…  

x_test = np.reshape(x_test, (x_test.shape[0], 

x_test.shape[1], 1)) 

y_test = result[row:, -1] 

… 

model = Sequential() 

model.add(LSTM(30, return_sequences=True, 

input_shape=(30, 1))) 

… 

model.fit(x_train, y_train, 

    validation_data=(x_test, y_test), 

    Batch_size=5, Epochs=5) 

… 

Layer (type)    Output Shape              Param #    

====================================================== 

lstm_1 (LSTM)     (None, 30, 30)             3840      

______________________________________________________ 

lstm_2 (LSTM)    (None, 64)                 24320   

______________________________________________________ 

dense_1(Dense) (None, 1)                  65         

====================================================== 

Total params: 28,225 

Trainable params: 28,225 

Non-trainable params: 0 
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stock price to the user without any analysis or 

recommendation. Therefore, a method has been 

developed in which a stock broker recommends 

several stocks so that a user can buy and sell 

stocks of recommended stocks. However, such a 

system has a problem in that it is difficult to judge 

a stock based on stock trends in real time. 

Therefore, a new concept of real-time securities 

information forecasting program is needed to 

predict the stock price according to the stock price 

in advance and display the information about 15 

minutes ahead of actual trading point to help 

users’ trade stocks. This research has been devised 

to solve the above problems, and an object of the 

present invention is to help users to trade stocks 

and increase the user's investment profit by 

providing the user with a prediction of the stock 

price according to the stock price trend in advance. 

It is to provide a new concept of real-time 

securities information prediction program. The 

real-time stock information prediction program as 

described above may be implemented by a stock 

price inference method through time series 

analysis, and the function may be implemented 

through information such as stock price trends, 

politics, stock news, and economic status. In 

conclusion, stocks have to be invested and are 

being turned into speculative sentiments. 

Therefore, this study contributes not only to 

investing emotionally but also to establishing a 

sound investment culture through technical 

analysis.

 

 

Figure 2. Prediction Graph 
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