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Abstract: 

Cloud computing offers huge data processing with comfortable economy. 

In fact, it uses pay-per-use model that use like outsourcing of processing 

and storage equipment. Broadband and other network technologies make 

this idea into reality. On the other side, Cloud venders always try to use 

their resources in most efficient way that satisfy different customer and 

their heterogeneous requirements. As resources are always limited, Cloud 

venders multiplexed their resource among workloads. This switching can 

be performed by three main strategies including Artificial Intelligence, 

Predictive Resource Allocation and Dynamic Resource Allocation [1]. It is 

very clear that if cloud resource management system is enabled to predict 

the workload properly then Cloud system manage more efficiently. In 

following study, we develop and investigate, a model by using Naïve 

Bayes with Kernel Density Estimation. The evaluation of the model was 

impressive up 99.1% correct predictions. 
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I INTRODUCTION 

Cloud computing got popularity due to its low 

cost and maximum throughput over a decade. 

Cloud also expand its utilization in conventional 

utilizations models (IaaS, PaaS & SaaS) and non-

conventional model XaaS [2] (so-called 

everything as service) with multiple deployment 

models. A typical Cloud environment can be setup 

as large data center where a collection of 

hardware and software resources are virtually 

always available up to unlimited extent . Cloud 

data center have SLA to its customers where they 

promise to not only provide QoS&QoE and also 

elasticity of the availability of resources [3] means 

as customer required more resources then Cloud 

must provide these resources without disturbing 

the equilibria of eco system and similarly at 

period end, the customer will pay the bill of 

resources used. 

One of the major issues in Cloud, is to 

managing the resources in such proper way that 

every customer satisfied its needs and enjoy the 

pool of resources which are unlimited virtually. 

To show such character, Cloud system have to 

perform many operations including, switch 

resources, migrate services, balancing the load 

and disseminate the processing in Cloud nodes. 

Another major aspect is the internal management 

where cloud might have bear extra cost in terms of 

power consumptions and bandwidth consumption. 

Processing resources produce lot of heat and 

Cloud venders have to apply extra resources to 

bring system cool down [4].  

Cloud resource requirements fell down in 

various workloads according to its weights. If we 

are able to predict about the weight of workload, 

then Cloud management system can perform its 

operation more conveniently. System can vacant 

the resources, identify the free nodes and shift the 

current workload on vacant nodes. Fortunately, 
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there are multiple prediction techniques that can 

develop the models on the base previous log data 

and identify a sequence of processing as a class of 

weight [5]. If system is able to perceive future 

workload, it can be easily multiplex its resources 

and avoid over and under provisioning of 

resources.  

Naïve Bayes is one the famous classifiers that 

easily build model over the given pattern and 

show to probability of a class. The Naive Bayes is 

probabilistic method that try to mark the data 

pattern with pre-defined classes. On the other 

hand, Kernel Density Estimation Function 

(KDEF) is non parametric probability density 

method for smoothing the data. KDEF use to 

improvise the NB and results were outstanding 

which will discuss later.  

1.1. The Resource Allocation problem in Cloud 

Computing 

As discuss earlier that Resource Allocation in 

Cloud is important of cloud computing in its own 

account. There are many parameters which 

elaborate the efficiency of Cloud management 

system. These dimensions are discussed in [4] [6] 

[1] [7]. In [6] elaborate the resource allocation 

problem in eight different methods including 

optimization objectives, design approach, target 

resource type, optimization methods, utility 

functions, processing mode, target instance and 

experimental setup. Another survey was done by 

[1] and they describe the resource allocation 

planning into two major categories, strategic and 

parametric. A comprehensive study was 

conducted by [7]. The focus was to explain the 

problem with multiple aspects including cost 

based, time based, bargaining based, profit based, 

SLA &QoS based, energy based, optimization 

based, nature inspired & bio inspired based, VM 

based, hybrid based and dynamic based. A 

specific content of machine learning based energy 

management in Cloud resources is discussed in 

[8]. All these surveys and studies are discussing 

following common and important points in Cloud 

resource management. 

1.2. A general overview of Resource Allocation 

Cloud work like a simple machine which take 

input, process it and return results. For outer 

world Cloud datacenter perform likes a single 

computing machine, it got memory, processing 

equipment, storage and network devices. Just like 

a simple computer, its operating system allows 

multiple process to execute. For this purpose, it 

performs scheduling, dispatching, mange program 

counter blocks and hold intermediate results with 

multiple schedule techniques like shortest job first 

(SJF), round robin etc. The main difference 

between a Cloud and single machine, is that Cloud 

have to server diversified types of workload with 

extensible pool of resources. For such kind of 

sophisticated services, Cloud have to setup a well-

orchestrated monitoring and resource provisioning 

system. The monitoring system record granular 

events and continuous generate the usage log of 

resources. These logs are good source of 

anticipation and help to analyze the usage of 

Cloud. All the schemes and techniques that are 

define and propose to administrate the Cloud 

system, get aware of this information. A 

generalized method of such activities is presented 

in Fig1. All the events and activities are register to 

Cloud Resource Monitoring System. Resource 

Monitoring submit its data to Analyzer that find 

the over, under and well provisioned resources. In 

the meanwhile, another monitor, Workload 

monitoring system also submit its observations to 

analyzer as well. Analyzer perceive the 

requirements and available resource and find a 

well-managed, well-balanced and optimal 

assignments of resources to workload and invoke 

the Provision Manager. 
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Figure 1. Cloud Resource Monitoring & Allocation System. A General View 

 

All the efforts and methods for optimal resource 

utilization are applied to Analyzer. The proposed 

work is also an effort to update Analyzer make 

able it makes better predictions about the 

workload and responses of resources. 

1.2.1. Energy efficiency 

Energy is core resource of processing unit. All 

hardware run by using this energy including 

CPUs, GPUs, memory units, storage units and 

network devices. According to Gartner the energy 

requirements for datacenters are going to double 

for each five years [9]. This is not only the 

requirement of hardware utilization but also 

required reduce thermal emission in Cloud data 

centers. A proper cooling system is thermal aware 

and required to execute a specific level of heat. If 

over provision occurred in some data center nodes 

then might be cause extra production of heat and 

over utilization of cooling mechanism. 

1.2.2. Load Balancing 

Cloud resource provision system must be very 

sensitive about load of a node inside cloud and as 

node is under or over-utilization, the load balancer 

must invoke and perform its task [10]. Normally 

Cloud outlets execute over VMs and these VMs 

can be migrate to different nodes during 

execution. Multiple researches were conducted for 

load management such as Ray’s algorithm work 

with [11]. Cost analysis for resource allocation 

was study by Gopal &Manvi [12]. Xu and Yu 

introduced a novel approach using game theory 

with multiple resource allocation. A nature 

inspired technique proposed by Young & et al 

[13]. This method uses Ant Colony Optimization 

to adjust efficient resource allocation.  

1.2.3. QoS 

QoS is directly related to user’s experience of 

utilization of Cloud services. Quality of service 

can be disturbed by latency of access the resource 

[14], unavailability of resource [15], limitation of 

resource on demand [16] and security concerns 

[17]. The effect of bad QoS directly reduces the 

profit margins produce hardships for Cloud 

market share [18]. 

1.2.4. Availability  

Cloud is elastic in demand. If a customer 

required more resources during execution of its 

cloudlet, then Cloud must provide them 

(according to basic definition of Cloud Computing 

by NIST [19]). Integer Programming based 

Cloud 

Cloud Resource 
Monitoring System 

Workload Monitoring 

System 
User 

Analyzer Provision Manager 
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solution was proposed by [20]. Nathani proposed 

a technique that minimizes the denial of request 

by swapping deadline-critical jobs with less 

priority jobs [5]. Availability is more critical in 

mobile devices and a method of ensuring the 

resource availability in moving devices by Park et 

al [21]that implement the Markov chaining. 

1.2.5. Workload Characterization 

Any kind of workload can be assigned to cloud 

according to requirement. This workload can 

different in nature and weights. A study was 

produced by Acken, Sehgal&Sohoni [22] that 

describe different type of workload and also 

characterize it by their weights. A similar work 

was presented by Orzechowisky et al [23]. An 

overview of workload characterization and 

monitoring was published by Calzarossa et al 

[24]. 

1.3. The Naïve Bayes Model 

The NB is probabilistic model that predict to 

identify the class of an instance on the base of 

simple probability [25]. NB model calculate the 

likelihood of unidentified label by given labeled 

instances. Let the training set contains the Labels 

L = {l1, l2, l3, …} and F = {f1, f2, f3, …} is set of 

features or feature vector.  

The fundamental formulae for calculating 

probability are following according to labels and 

features 

 
𝑃 (𝐿 | 𝐹) =  

𝑃 (𝐹, 𝐿)

𝑃 (𝐹)
 

………………

………………

……. (1 

 

 𝑃 (𝐿 | 𝐹)

=  
𝑃 (𝐿) .  𝑃(𝐹 | 𝐿)

𝑃 (𝐹)
 

………………

………………

……. (2 

 

Where P(L) is the possible label of given 

instance. In the similar way we can find the 

possible labels of all unknown instances. While 

P(F) is probability of feature on given label. 

Collective the probability can be ascertained as 

product of all features vector over label as shown 

in following equation. 

 𝑃 (𝐿 |𝑓1, 𝑓2, 𝑓3, … 𝑓𝑛)

= 𝑃 (𝐿) . ∏

𝑛

𝑖=0

𝑃 (𝑓𝑖| 𝐿) 

………………

………………

……. (3 

   

1.4. Kernel Density Estimation 

KDE was initially proposed by Parzen [26] and 

later by Rosenblatt [27] independently for 

estimating probability density for random 

variables. The function use for smoothing problem 

in statistics. We can find the shape of function by 

using equation 3 on sample taken from 

distribution with unknown density.  

 𝑓ℎ(𝑥)

=  
1

𝑛ℎ
∑

𝑛

𝑖=1

𝐾ℎ (𝑥

− 𝑥𝑖) 

……………

……………

…………. (4 

𝑛: 𝑆𝑖𝑧𝑒 𝑜𝑓 𝑆𝑎𝑚𝑝𝑙𝑒 

𝐾: 𝐾𝑒𝑟𝑛𝑎𝑙, 𝑎 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

ℎ: 𝑆𝑚𝑜𝑜𝑡ℎ𝑖𝑛𝑔 𝑝𝑎𝑟𝑎𝑚𝑡𝑒𝑟, 𝑎𝑙𝑤𝑎𝑦𝑠 ℎ > 0 

𝐾ℎ: 𝑆𝑐𝑎𝑙𝑒𝑑 𝐾𝑒𝑟𝑛𝑎𝑙 

𝑥𝑖: 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝑆𝑎𝑚𝑝𝑙𝑒 

Kh can be defined from following expression 

 
𝐾ℎ(𝑥) =  

1

ℎ
 𝐾(

𝑥

ℎ
) 

………………

………………

……. (5 

We can choose h as we want but the value of h 

can be increase bias 

KDE is very common statistical operation that 

implements in many problems related to 

probability. Our research is also using probability 

so we implement the KDE as well using sklearn 

[28].  

II LITERATURE REVIEW 

Predictive workload characterization was 

discussed in all major surveys of Cloud resource 

allocation strategies. A review of recent proposed 

methods and techniques are reviewed in following 

section. 

1. A novel approach was introduced by Wu 

et al [29]. They improvised the foundation 



 

March - April 2020 

ISSN: 0193 - 4120 Page No. 3817 - 3832 

 

 

3821 Published by: The Mattingley Publishing Co., Inc. 

NB algorithm that use for service 

resources classification. Additionally, it 

also implemented parallel programming 

model with hybrid of Hadoop and 

MapReduce. 

2. Multiple Time Series approach was based 

in Hidden Markov Model (HMM) 

discovered by Khan, Yan, Tao and 

Anerousis [30]. This method was 

developed for VM workload prediction 

with various workload patterns.  

3. The HMM was also used by Balaji, Kumar 

& Rao for enterprise workload. The 

approach was integrated by ARIMA 

(AutoRegressive Integrated Moving 

Average) [31].  

4. To improve the prediction accuracy, Hu & 

et al develop a framework consist on three 

phases. Initially it uses a time series 

approach to monitoring data. Then Kalman 

filter was applied on data and finally a 

novel pattern matching algorithm was used 

for prediction. This method improves 

prediction but reduced automatic scaling 

delay  [32].  

5. By applying Markov modeling & Bayesian 

modeling on Google cluster data to find 

the better prediction was performed by 

John Panneerselvem and et al [33].  

6. For robust prediction, fuzzy logic 

approach was introduced in  [34]. The 

main focus was QoS, resource 

management and scalability.  

7. A novel approach with time series was 

presented by Liu & et al [35]. This method 

uses different classification methods to 

assign labels to unidentified data patterns 

with mixed 0-1 Integer Programming. To 

prove the effectives of work, it was 

compared with ARIMA, SVM and Linear 

Regression. Google Cluster traces was 

used as dataset.  

8. Predictive backpressure algorithm was 

introduced by Du and et al that implements 

backpropagation network to predict of 

video traffic [36]. The algorithm was 

handy to reduce the delay and increase 

accuracy.  

9. Genetic Algorithm (GA) is another bio 

inspired algorithm that was presented by 

Tseng [37]. This algorithm was 

improvised with multiobjective to increase 

the utilization of CPU and memory in 

virtual and physical machines. This 

algorithm also showed some better results 

in energy consumption.  

10. A hybrid solution was setup by Hadeel T. 

El Kassabi [38] that use collaborates 

monitoring and prediction-based 

adaptation. The framework increased the 

prediction accuracy and reduce the 

violations. 

11. Power management issue was also tried to 

solve in [39]. It is a hierarchical 

framework that was built on Deep 

Reinforcement Learning. They address 

complicated control problem in large state 

space. An autoencoder was also a part of 

system that help to manage the high 

dimensional state space. 

12. Martin Duggan and et al presented a new 

method of predicting of CPU consumption 

for a single-time step and multi-time step 

with help of Recurrent Neural Network 

[40]. The experiments reveal some good 

performance in prediction accuracy. 

13. Subtractive-Fuzzy Clustering based Fuzzy 

Neural Network framework was published 

by Chen et al [35]. This work adopted 

some base predictor to organize some the 

ensembled model. The model predicts the 

demands of resources by cloud outlets. 

These are some studies, researches and 

experiments were conduct in recent past for 

addressing problems in Cloud resource allocation 
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systems. The main focus of these studies was 

remained on classification and predicting the 

workload in Cloud. Our propose approach also 

novel and open some aspects and techniques of 

said issue.  

2. Proposed Scheme 

The main concentration of study is to develop a 

model that can predict more accurately the 

utilization of processing unit and memory on a 

labeled dataset that generated from real world 

scenarios. We choose Naïve Bayes classifier to 

obtain this objective. A Cloud node have to 

perform mixed amount execution over the data 

and these amounts could be change any time. A 

cloud management system cannot identify the 

pattern of upcoming events and execution 

requirements of workload but old patterns can 

help build a model for planning where Cloud 

administrations prepare the resources according to 

future loads.  

Cloud monitoring system continuously 

generates the logs of workload that can be easily 

labeled with very low to very high-performance 

requirements. Our system will learn from this 

labeled data able to find the future patten of usage 

of resources. The overall system architecture is 

described in Fig 2. Before further elaboration, we 

will discuss following modules of our framework. 

2.1. Evaluation Scheme 

After establishing fundamental theorem, we can 

construct the hypothesis of evaluation. We will 

identify the three key performance metrics (𝑚𝑖) 

consist on CPU consumption, Memory utilization 

and Response time. The parameters can be 

evaluated by above given model which is 

explained by equation 1, 2 & 3. 

Table 2  Notations for measures 

Measure Notation 

CPU Consumption 

Evaluation 

𝑚1 

Memory Utilization 

Evaluation 

𝑚2 

Response delay Evaluation 𝑚3 

 

2.1.1. CPU consumption evaluation (𝑚1) 

This is our first feature so now the equation 

will be formed as follows 

 𝑃 (𝑚1|𝑓1, 𝑓2, … , 𝑓𝑛)

=
𝑃 (𝑚1) .  𝑃(𝑓1, 𝑓2, … , 𝑓𝑛|𝑚1)

𝑃(𝑓1, 𝑓2, … , 𝑓𝑛)
 

…………………

…………………. 

(6 

2.1.2. Memory utilization evaluation (𝑚2) 

 𝑃 (𝑚2|𝑓1, 𝑓2, … , 𝑓𝑛)

=
𝑃 (𝑚2) .  𝑃(𝑓1, 𝑓2, … , 𝑓𝑛|𝑚2)

𝑃(𝑓1, 𝑓2, … , 𝑓𝑛)
 

………………

………………

……. (7 

 

2.1.3. Response delay evaluation (𝑚3) 

 𝑃 (𝑚3|𝑓1, 𝑓2, … , 𝑓𝑛)

=
𝑃 (𝑚3) .  𝑃(𝑓1, 𝑓2, … , 𝑓𝑛|𝑚3)

𝑃(𝑓1, 𝑓2, … , 𝑓𝑛)
 

………………

………………

……. (8 

 

A combined form of 4, 5 & 6 is  

 𝑃 (𝑚𝑖|𝑓1, 𝑓2, … , 𝑓𝑛)

=
𝑃 (𝑚𝑖) .  𝑃(𝑓1, 𝑓2, … , 𝑓𝑛|𝑚𝑖)

𝑃(𝑓1, 𝑓2, … , 𝑓𝑛)
 

………………

………………

……. (9 

 

2.2. Features Schemes 

There is large list of parameters provided by 

different researchers that should be included for 

study as features or parameters [41]. Some of 

these parameters also further expand for new 

studies and remaining are basic parameters which 

are part of standard research.  
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2.2.1. Frequency of cloudlets in unit time (𝑓1) 

Cloudlet or job arrival is not uniform in any 

system so we took mean jobs in unit of time. We 

can also split the time in multiple windows of 

intervals from a minute to an hour. Multiple 

dataset was prepared for this purpose with 

different intervals. Expression for a unit of time 

can be described by mean formula. 

 
𝑓𝑖 =  

∑𝑛
1 𝑓

𝑛
 

……………

……………

…………. 

(10 

 

2.2.2. Available Memory (𝑓2) 

Cloud data center may consist on multiple 

nodes and each node may have heterogeneous 

resources. All cloudlets manage by the available 

memory to find the unknown amount of memory 

for given outlet we use following probability 

equation 

 
𝑃 (𝐿 |𝑓2) =

𝑃 (𝐿) .  𝑃(𝑓2| 𝐿)

𝑃 (𝑓2)
 

……………………………………. 

(11 

 

2.2.3. Storage (𝑓3) 

Secondary storage is an integral part of Cloud 

services. It not only uses for data but also increase 

the performance system in the form of virtual 

memory. 

 
𝑃 (𝐿 |𝑓3) =

𝑃 (𝐿) .  𝑃(𝑓3| 𝐿)

𝑃 (𝑓3)
 

……………………………………. 

(12 

 

2.2.4. CPU Cores (𝑓4) 

CPU is core device for data processing but 

multi core technology made this equipment more 

powerful. It is also important that all cores of a 

processor not equally loaded with job but a greater 

number of cores made it possible candidate of job. 

 
𝑃 (𝐿 |𝑓4) =

𝑃 (𝐿) .  𝑃(𝑓4| 𝐿)

𝑃 (𝑓4)
 

……………………………………. 

(13 

 

2.2.5. Core Clock Speed (𝑓5) 

As CPU have high clock speed then it is able 

process more data while a core of CPU has similar 

clock speed. 

 
𝑃 (𝐿 |𝑓5) =

𝑃 (𝐿) .  𝑃(𝑓5| 𝐿)

𝑃 (𝑓5)
 

……………………………………. 

(14 

2.3. Workload Classes 

Responses are converted to four labeled classes. 

Table 3 Responses and Class Labels 

Response (%) Class Label 

0-25 Very Low 

26-50 Low 

51-75 Medium 

76-100 High 

2.4. Experimental setup 

Table 4  Experimental Setup Configuration 

Programming Tools Python, Numpy, Scikit-learn 0.22.1 

Operating System Windows 10 64bit 

CPU AMD A6-5200, 4 Cores, 2.00 GHz 

Memory 8GB 

System HP Notebook 

Application was written in Python while KDE and NB are available in Scikit-learn. The architecture of 

application as following. 
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Figure  2. Application Architecture 

 

2.5. Dataset 

Dataset was collected from a private Cloud data 

center with heterogenous configuration. 20 

physical machines where deployed at a single 

station. The overall configuration as follow 

Table 5 Cloud Configuration 

Total Physical Machines 20 

Total Cores 108 

Total Memory 256GB 

Total Storage 32 TB 

Total 32 files of data were obtained from 10 

minutes span were recorded during dataset 

generation. 24 spells of the dataset produced 

during high demand hours and rest of the 8 were 

32 
File

s 

Combine files data and shuffle the 
instances to get less biased results 

Set size of training and testing sets with 
randomization 

Randomly select instances for training 
and testing sets 

Apply algorithm and generate Results in 
numbers and visuals 

End 
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recorded during low demand period. We also want 

to record any change in behavior of system during 

high and low demand. Load balancer was installed 

that equally distribute the workload over the all 

Cloud nodes. Each spell records the logs of 

features described in section 4.4 in rows in “.csv” 

file. Each file contains the instances created 

during hour. Sum of recorded instances is 

136,344, while 124,659 belongs to peak hours 

while 11,685 rows were recorded low demand 

hours. It is considered that all nodes where equally 

loaded during processing.  

 

2.6. Evaluation Parameters 

It is most important task to test our proposed 

technique over the identified parameters of 

machine learning. These metrics might be in 

contradiction to each other but we have found a 

reasonable value during the test. 

 

2.6.1. Accuracy 

Prediction is the outcome of any machine 

learning algorithm. The correctness of prediction 

is considered to be the most important dimension 

because all of the next decisions are making over 

this prediction [42]. The accuracy can be 

evaluated in mathematical form. 

 
𝐴(%) =

𝑇𝑜𝑡𝑎𝑙 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 × 100 

……………………………………. 

(15 

 

2.6.2. Confusion Matrix 

Confusion matrix describes the total correct and 

false outputs of a machine learning schemes. 

Confusion matrix build on 4 categories of 

outcome. True Positive (TP), True Negative (TN), 

False Positive (FP) and False Negative (FN). If 

outcomes lie in TP or FN then it means our 

system classify the instance correctly but it lies in 

TN or FP then outcome belongs to opposite class 

[43].  

True Positive (Number of 

positive instances 

assigned to positive 

True Negative (Number of 

negative instances 

to positive class)  

class) 

False Positive 

(Number of positive 

instances assigned 

to negative class 

False Negative 

(Number of 

negative instances 

to negative class) 

III  RESULTS 

After generating records from machines, the log 

files migrated to experiment machine and 

application developed in Python executed and 

generate following results. The application split 

the data in training and testing sets and then apply 

NB with KDE over training dataset. Then these 

results matched to testing dataset. The size of 

training and testing data set randomly between 

30% to 70% in three different folds.  Application 

also calculate the accuracy, confusion matrix, 

comparison matrix and generate graphs for data 

visualizations.  

As mentioned, total 136,344 instances were 

selected, the application set the split ratio 33% 

(44,994 instances) as testing set and 67% (91,350) 

as testing set. After running the fold, the system 

showed overall 96.16% accuracy. The confusion 

matrix shows 95.00% accuracy in “Very Low” 

label and remain 2.69% instances were selected as 

“Low” and 2.31% in medium. While no instance 

was selected as “High”. There a fractional 

difference between CPU consumption, memory 

utilization and response time.  

For next run, system selected 52% (71,638) as 

training and 48% (64,706) as volume of testing 

set. this time we got increment in the accuracy 

with about 96.49% overall. It also small increment 

in the incorrectly labeling the class “Very Low” 

with “Low” (2.69%) but incorrection in medium 

remain at 0.44%.  

For the third run the system choose 68% as 

training and 32% as testing data set. We got total 

accuracy more high and better confusion matrix. 

99.1% overall accuracy and correct marking of 

“Very Low” class moves to 98.22%. While 

incorrect labeling remain with “Low” at 1.78% 
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and no instances were labeled with “Medium” or 

“High”. Similarly, all other classes got increment 

accuracy as well. 

Dataset was taken in distinct forms of peak 

demand hours and low demand hours. The scheme 

was also tested with both parameters as well. 

There was slight change in response from system. 

For more fair results, the app first collected all 

the data items from files and merge and shuffle 

them, so the difference between high and low 

demand hours remain same in behavior.  

 

 
Figure 3. Files and Containing Instances 

 
Figure 4. Comparison of All Three Runs with Accuracy 

 
Figure 5. Labels and number of Instances in each Label 

 

Following graph shows the effectiveness of first 

run. 33% instances were selected as training set. 
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Figure 6. Instances in each Label of First Run 

 
Figure 7. Comparison of Total and Correctly identified instances in first Run 

 
Figure 8. Comparison of Training, Testing and Correctly identified instances in 2nd Run 
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Figure 9. Comparison of Training, Testing and Correctly labeled instances in 3rd Run 

 

 
Figure 10. Overall predictions in 1st Run 
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Figure 11. Overall predictions in 2nd Run 

 
Figure  12. Overall predictions in 3rd Run 
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very clear about set parameters. We obtained high 

accuracy in general and confusion matrix. the 

prediction model also verified over the 

heterogenous configuration of Cloud nodes. 

Overall results were satisfactory and show that 

NB model with KDE is good candidate along with 

other machine learning schemes that were used as 

prediction model in Cloud resource allocation. 

 

V LIMITATION & FUTURE WORK 

The dataset and experiments were extracted and 

conducted in very control environment so the 

robustness of results is one the primary 

limitations. Similarly, not all the parameters of 

Cloud system were under-consideration for detail 

analysis and design for large level applications. 

Another aspect is not addressed fully, the machine 

learning performance metrics. 
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