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Abstract 

In current toiling world cardiovascular diseases is becoming a main cause that 

affects human survival.  Machine learning algorithms are becoming more popular in 

the domain of health care. Heart disease contributes to high mortality rates in India 

for the past years. This study focus on estimating the efficiency of several machine 

learning models by providing a predictive analysis model for heart disease. Heart 

disease UCI dataset with 13 different attributes of 303 patients has been utilized and 

upon which several supervised machine learning algorithms has been applied and 

their accuracy has been determined. It is concluded that K-Nearest Neighbor and 

Random forest algorithm shows better accuracy compared to other algorithms. 

Keywords:Heart disease, Machine Learning, Classification, Random forest, 
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I INTRODUCTION 

Cardio vascular disease refers to various abnormal 

conditions such as plasma vessel disorders, 

heartbeat problems and injuries on heart. 

Cardiovascular disease commonly indicates 

conditions that include obstructed blood vessels 

can lead to a heart attack, chest pain or even 

stroke. Different heart infirmities, that influence 

tissues of heart, are also responsible for cardio 

vascular disorders. A study [21] shows that heart 

problems leads more than 2.1 million mortality in 

India irrespective of ages. There are several 

technological concepts related to machine learning 

concepts are being used in the area of medical 

science. Vijayakumariet.,al [19]  surveyed several 

detection methods for extraction of nerve details  

from the optical or retinal images. In predicting 

death or heart attack artificial Intelligence is going 

beyond human knowledge. Machine learning 

(ML) is creating an impact on the healthcare 

domain. Healthcare organizations throughout the 

globe are using the resources of Machine 

Learning. This study demonstrates a method of 

proof and shows how to mine the power of 

Machine Learning and utilize it to real-world 

problems. A predictive model that prophesize 

heart disease based on Machine Learning 

algorithms will be constructed[22]. This system 

will be useful in earlier identification of heart 

disease. 

II RELATED WORKS  

Alaka et, al[1] investigated the advantage of 

machine learning algorithms in the prediction of 

stroke impairment and concluded that the study 

based on the regression model provided better 

accuracy. Austin et al.,[2] predicted that the tree 

based methods are more powerful than the 

conventional methods of classification. Chavda, 
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Paras, et al., [3] introduced the system that uses 

machine learning and IoT techniques that predicts 

the heart problem earlier than they occur. Cikes, 

Maja, et al.[4] designed a system that predicts the 

heart problem in patients approximately based on 

integrating the clinical parameters with 

unsupervised machine learning techniques. Diller, 

Gerhard-Paul, et al.[5] enhanced ACHD 

diagnostic metrics by evaluating the prognosis 

using machine learning algorithms. These DL 

algorithms can be readily scaled to multi 

institutional datasets due to the mainly automated 

method engaged to further enhance precision and 

eventually serve as internet decision-making tools. 

A research introduces numerous healthcare-related 

problems and different machine learning 

algorithms that must be able to deliver the highest 

performance possible. These methods assist mine 

the appropriate and helpful quantity of data, form 

the medical dataset that enables the medical 

organizations to provide beneficial information. A 

extensive review of the literature to illuminate the 

prior job conducted in this sector has been 

summarized [6]. A research paper [13] utilized the 

image processing technology and algorithms such 

as –means to perform predictive analysis of brain 

tumors using the MRI images. Sreeja et.[18] Al in 

the year 2015 optimized the pattern matching 

algorithm and concluded that the evaluation time 

of pattern matching is very effective for pattern 

matching based classification. A precise version 

of WoLF-IGA assured to adhere in all general-

sum matches to Nash Equilibrium strategies.  

III DATASET DESCRIPTION 

The dataset used here has the data which have the 

features, based on which the existence of heart 

disease is predicted. The data set is loaded into the 

working environment with pre-installed libraries, 

which are helpful for analytics. The  packages 

such as pandas seaborn are imported imported. 

After importing the required libraries the dataset is 

loaded and read.  

 

Figure 1. Overall Data Exploration 

Figure 1 represent the data exploration of the 

entire dataset, which represents among 303 

samples 165 patients have heart disease. The fig 1 

acquired with the help of coutplot(). Then the 

percentage of patients having and not having the 

heart disease has been visualized as in fig.2 

 

Figure 2. Patient with and without Heart Disease 

The data has been again classified based on the 

attribute sex (male and female) and visualized as 

in fig 3, which depicts that male patients are 

having more probability of having heart disease 

than the female. 

 

Figure 3. Gender based Exploration 

Again the percentage of patients having the 

disease has been analyzed as shown in fig 4 
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Fig. 4. Visualization of gender based exploration 

The attribute age has been taken into account and 

it has been analyzed that the frequency of 

occurrence of heart disease is more in the age 

group between 42 to 54 and it is visually 

represented in fig 5.  

 

Figure 5. Chest pain based Exploration 

Then the chest pain type attribute is taken into 

account and analyzed. It has been found that type2 

pain leads to heart disease in most frequent cases. 

Fig 6 shows the analysis of heart disease 

occurrence based on 4 pain types.  

 

Figure 6. Frequency of heart disease based on 

chest pain type 

IV PROPOSED WORK 

Based on the Knowledge gained from the data set 

exploration the dataset is subjected to 

preprocessing. The preprocessed data is then 

subjected to several machine learning 

classification algorithms.  

 

Figure 7. Overall Architecture 

Fig.7 depicts the overall flow of the system, the 

data set    has been explored and the unrelated 

attributes required to predict patients with heart 

disease has been removed by data preprocessing. 

Algorithms such as Support Vector Machine, 

Logistic regression, K-Means, Decision tree and 

Random forest has been imposed on the dataset 

and the accuracy of classification has been 

computed. It is concluded that K-Means and 

Random forest results in higher accuracy of 

88.52%. 

V EXPERIMENTAL RESULTS 

5.1 Logistic Regression  

Logistic regression is a binary classification 

algorithm that classifies the dataset into two 

classes. Binary classification implies two values 

either 0 or 1. Fig 8 represent the binary classified 

values ranging from 0 to 1. The function for the 

logistic function has been written as follows 

Xchanged=X-Xmin/Xmax-Xmin.  

The data is thensplited as 80% training data and 

20% testing data. Logistic regression classified the 

data with 86.89% accuracy.  
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Figure 8. Logistic Regression 

5.2 K-Means Classification 

K-means algorithm divides the dataset into 

clusters. Each clusters has its data points and 

centroids. Based on the distance between the data 

points and the centroids the sub groups were 

identified. The main aim of k means classification 

is to reduce the error function. The heart disease 

dataset containing several attributes were divided 

into several clusters and the accuracy of 

classification is found to be 88.52% which is 

shown in fig 9. The algorithm classifies the 

dataset based on the patients having the heart 

disease and patients without heart disease. For the 

given dataset the algorithm first identifies the 

number of clusters by shuffling the dataset. After 

initializing the centroids the data points with less 

mean square distance will be identified, this step 

is repeated until it finds the better data point.  

 

Figure 9. K means classification 

  

5.3 SUPPORT VECTOR MACHINE 

Support Vector Machine is mainly used for 

classification problems. The main objective of 

SVM is to identify the optimized hyperplane that 

classifies the data points resulting in two classes. 

In this system based on certain features the heart 

dataset is classified and its accuracy is found to be 

86.89%.  

 

Figure 10. Support Vector Machine 

Fig 10, depicts the support vectors and the hyper 

plane that classifies the heart disease dataset. The 

hyperplane is placed between two classes of data 

points, one represent the patients with heart 

disease and the other one represent the patients 

without heart disease. 

5.4 NAÏVE BAYES ALGORITHM 

Naïve Bayes classifier can be realized on high-

dimensional datasets. Naïve Bayes classifier 

prophesies the possibility of each class based on 

the feature vector. Naïve Bayes algorithm 

classified the data with an accuracy of 86.89%. 

  

Figure 11.  Naïve Bayes algorithm 

5.5 DECISION TREE ALGORITHM 

Decision tree comes under the category of 

supervised learning algorithm. This algorithm will 
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generate a decision tree for the given dataset. The 

dataset will contain nodes that are inter connected 

in a hierarchical manner. Based on the condition 

present in the parent node of the child nodes are 

generated. By employing decision tree algorithm 

on heart disease dataset, the accuracy of 78.69% is 

achieved. Fig 12 represents a view of decision tree 

that contains parent and child nodes. 

 

Fig. 12. Decision tree algorithm 

5.6 RANDOM FOREST CLASSIFICATION 

Random forest is a type of ensemble learning. 

Random forest algorithm is nothing but the 

collection of several decision trees. Each decision 

tree will offer its predictive value. By considering 

the outcome of all the decision trees the value 

with higher votes are identified and the one with 

higher vote is chosen. Fig 13 pictorially represent 

the overview of random forest algorithm. By 

applying Random Forest provides the accuracy of 

88.52%. 

 

Fig. 13. Random Forest algorithm 

5.7 ALGORITHM COMPARISON 

Fig 14. Compares the algorithm accuracies. By 

comparing the six classification algorithms it has 

been found that random forest and KNN 

algorithms have the greater accuracy compared to 

other algorithms. 

 

Fig. 14. Algorithm Comparison 

VI CONCLUSION 

Several classification algorithms has been 

analyzed and applied to classify the heart disease 

dataset. Among the six classification algorithms 

random forest and KNN algorithms results in 

higher accuracy of 88.5%. The predictive model 

can be designed using either any of the 

algorithms. The accuracies of algorithms may 

vary on different datasets. This application may be 

further extended by applying or hybridizing the 

existing algorithms to achieve higher accuracy 

rate. 
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