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Abstract 
Visual Speech Recognition is the technique to understand what is being said by 

interpreting the lip movements of a person. Grasping the technique of lip reading is 

challenging for the hearing impaired as it is mostly based on trial and error methods. This 

paper proposes an approach to not only ease this process of learning but also help them in 

day to day life. The approach follows the steps: Lip detection using OpenCV, feature 

extraction using AutoEncoders and Long Short Term Memory neural network and 

classification using Softmax as a multi-class classifier. The output will be in the form of 

captions displayed below the video file. 

 

Keywords- Lip reading, Long Short Term Memory, AutoEncoder, Softmax. 

 

I. INTRODUCTION  

Lip reading is a mechanism used to decipher 

the visual information like lip movement, face 

and tongue positions in the absence of audio 

input. Hearing impaired depend heavily on lip 

reading and people with normal hearing also use 

it to some extent when audio source is not 

enough [2]. Along with aid to the hearing 

impaired, lip reading also supports various 

applications such as improving the efficiency of 

speech recognition in  noisy surroundings, 

advanced security system for determination of 

identity, a human-computer interaction method 

and also a system for providing reliable legal 

evidence [1]. 
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Various works have been done in this field. In 

[3] WenJuan et al proposed a new method for lip 

detection and tracking by combining Adaboost 

and Haar features to get the lip Region of interest 

(ROI) by using the relative positions of the eyes 

and the face outline. Another approach to locate 

lip ROI is to consider the lower half of the 

detected face region. For extracting the features 

after lip detection, Mohammad Hasan Rahmani 

et al [2] proposed the use of Deep Neural 

Network and Hidden Markov Model to build the 

visual speech sequences. In [1] Mei-Li Zhu et al 

used AutoEncoders for feature extraction 

followed by a softmax layer for multi-class 

classification. 

In this paper, the framework for lip reading 

consists of the following modules: frame 

extraction, lip ROI detection, neural network to 

understand the lip movement sequence and 

finally a multi-class classifier. 

The rest of the paper is organized as follows: 

Section II provides the literature survey. Section 

III presents our proposed system. Section IV 

provides the implementation and algorithms 

details. Finally, the concluding remarks are 

presented in Section V. 

II. LITERATURE SURVEY 

Many methods for a lip reading system have 

been designed. Mei-li Zhu et al [1], proposed a 

lip reading  recognition method based on deep 

learning. It performed gray scale conversion on 

the dataset images and were given as an input to 

Deep Neural Network. Three layered auto 

encoders were used for learning features with 

softmax as a classification layer. 

Yao WenJuan et al [3], introduced an 

improved lip location and tracking approach. 

They used OpenCV for face detection and lip 

localization. Face and eye regions were detected 

followed by locating mouth region marked with 

a rectangle. The focus was on analyzing 

distribution relationship between faces, eyes and 

mouth which resulted in effective region of 

interest (ROI) localization. 

Mohammad Hasan Rahmani, Farshad 

Almasganj [2], extracted region of interest from 

video frames. Another type of feature vector they 

used was representing lips by some fixed points 

on inner and outer contour. A hybrid DNN-

HMM was used to model the visual speech 

sequences. They performed all these processes 

on CUAVE dataset. 

Binh T.H Nguyen et al [4], used an algorithm 

that locates four lip features in face images. With 

the help of this algorithm, left and right corners 

and the lower and upper lip centers were 

extracted. This was performed upon a condition 

that the position of the two eye centers are 

provided in advance. They tested the proposed 

algorithm on FERET dataset resulting in 

detection of lips. 

Yang Pingxian et al [5] proposed a method 

that solves the problem of difficulty in detecting 

a lip due to changing lip shape. They used haar 

classifier to detect nose and face area in 

OpenCV. They used Adaboost algorithm to 

locate lip area in better way. They presented a lip 

detection method that adopts relative position of 

lip against to face and nose to detect lip. 

In [6] Xingqun Qi et al show comparison 

between the two linear classifiers namely SVM 

and Softmax. SVM and Softmax in the specific 

structure and practical application are quite 

similar, but there are also some differences. 

Among the two classifiers mentioned above, 

Softmax is considered to have a unique 

advantage of dealing with n-dimensional vectors. 

Softmax classifier was used instead of SVM for 

the extraction purpose. Softmax determines 

probability of the extracted vector and then it 

classifies. The absolute value of final score 

obtained in SVM has no physical mean and this 

is one of its disadvantages. Although Softmax is 

complicated in calculation aspect as compared to 

SVM, but it is faster in training stage and 

consists of simple model. This is the main 

advantage for a Softmax to be used. 

III. PROPOSED SYSTEM 

This section describes the overall working of 

the proposed system. 
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             Fig. 1: System Architecture 

Fig 1 shows the detailed view of the proposed 

system. The input to the system is a dataset 

consisting of 9 different speakers, pronouncing 

19 isolated words. Each word is uttered 10 times 

by everyone resulting in a total of 1710 videos.  

The words in the dataset are given in Table I.

 

Table I. Words in the dataset 

Zero One Two Three Four 

Five Six Seven Eight Nine 

Hello Bye Left Right Front 

Back In Out Welcome  

  

Following are the phases of the system: 

1. Frame extraction and conversion to 

grayscale: 

Every fifth frame is extracted and then 

converted to grayscale using OpenCV. These 

resulting frames are provided as an input to the 

next stage for lip localization. 

 

 

Fig 3: Extracted frame and its conversion to grayscale of 2 speakers 

saying “left” 

2. Face detection and lip localization: 

 After obtaining the pre-processed frames, 

HaarCascades, a machine learning algorithm for 

object detection is used for face detection. 

Further, the lip ROI is localized by considering 

the lower half of the previously detected face. 

This lip ROI is then passed to the feature 

extraction module. 

 

 

3. Feature Extraction: 

 For feature extraction, AutoEncoders 

along with Long Short Term Memory (LSTM) 

are used. AutoEncoders take an image as the 

input, compress it and then reconstruct the input 

using the compressed data. The compressed data 

represents the features extracted. The output is 

further sent to LSTM to memorize the relations 

between consecutive frames. The output layer of 

this neural network is the Softmax classifier. 
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4. Classification: 

 Each word is considered as a class for 

classification. The classifier used is Softmax. It 

is an activation function used at the output layer. 

It transforms the input given by the LSTM into a 

probability distribution i.e. it calculates the 

likelihood of the output given by the LSTM 

belonging to each class. The class with the 

highest likelihood becomes the predicted word 

which is then displayed as the caption of the 

video, which is the final output of the system. 

IV. IMPLEMENTATION AND ALGORITHMS 

This section gives the important algorithms 

required for the system. 

1. AutoEncoders: 

AutoEncoder is an unsupervised algorithm 

used to compress the input into a compact 

representation. The input can be reconstructed 

using the compressed data. 

Unlike Principal Component Analysis, which 

is used for dimensionality reduction for linear 

data, AutoEncoders can learn non-linear data. 

Thus, they are used for dimensionality reduction 

for non-linear data like images. 

They introduce a bottleneck at the hidden 

layer to force it to learn the compressed version 

of the data. AutoEncoder is used for feature 

extraction. 

 

Fig. 2: AutoEncoder structure 

Steps for the AutoEncoder network are as 

follows: 

Step 1. Encoder: 

It encodes the input image into a reduced 

representation. The result is a distorted version 

of the original input. It forwards this to the Code 

section. 

Step 2. Code: 

 This is the bottleneck layer which gets 

forwarded to the decoder. 

Step 3. Decoder: 

 The decoder reconstructs the input back 

to the original input. 

The AutoEncoder compares the input and 

output to further learn better compression. After 

satisfactory encoder is constructed, the decoder 

can be removed. 

2. LSTM 

In image processing, the images which are 

sent through the network for processing are 

independent of other images that went through 

the neural network and those which will go 

through the neural network. However, the same 

case is not applicable for video processing. 

Video is a form of a sequential data. Each 

frame in a video affects the subsequent frame 

and it itself is affected by the frame which came 

before it. Thus, the requirement arises to develop 

a neural network which has a capability to store 

or memorize the previous computations. It 

should understand the relation between the 

previous inputs that went through the network 

with the current one and continue doing so till 

the end of input arises. 

For lip reading, the neural network should be 

able to learn the relations between positioning of 

the lips and tongue while a word is being spoken. 

Which position occurs after which one is 

essential to determine what the speaker is saying. 

The ability of the Recurrent Neural Network 

(RNN) is to enable the processing of sequences 

of data where each output depends on the 

previous results of classification. RNN thus have 

the capability to memorize inputs. 
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Fig 5. Recurrent Neural Network 

However, the effectiveness decreases for long 

sequences. Thus, LSTMs are used to solve the 

problem of long term dependencies. LSTMs 

contain a network of loops which allows them to 

maintain the previously obtained information. In 

this approach, LSTM will memorize the 

sequence of lip movement for each word. 

3. Softmax 

 Softmax is used for dealing with multiple 

classes. It is used as the activation of the output 

layer of the neural network. The softmax 

transformation transforms a set of input into a 

probability distribution. It provides the 

probabilities of output of the neural network for 

each class of words. It considers all the inputs to 

the neurons at a particular layer. The values 

given by softmax always add up to 1. 

 

Fig 4. Softmax output. 

The steps of the softmax layer as follows: 

Step 1. Apply the activation function to the 

received input. 

                                                                                                
(1)                                                                                        

Where,  is the exponential of elements at 

position i, 

 is the sum of exponentials of all elements 

of the vector at layer j. 

It will give the probability of the input 

belonging to each class. 

Step 2. The result will be decided by choosing 

the class with the maximum likelihood. 

The result will be the predicted word. This 

word will then be displayed at the bottom of the 

video as the caption for which the lip reading of 

the speaker is to be done. 

V. RESULTS AND ANALYSIS 

In the interest of checking the workability of 

the proposed approach, a subset of the dataset 

consisting of 10 words is selected for testing. 

Following Table II represents the experimental 

results and analysis. 
Table II. Experimental Results 

Word 

Class 
0 1 2 3 4 5 6 7 8 9 

0 61 0 1 2 0 2 4 2 3 0 

1 5 79 3 1 3 0 3 4 4 3 
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2 6 1 72 2 0 3 1 3 2 1 

3 0 3 3 68 2 3 3 3 3 2 

4 3 0 2 3 75 1 2 3 1 0 

5 5 2 3 2 2 78 2 2 4 4 

6 6 1 0 4 2 2 70 2 2 0 

7 0 1 4 3 3 1 0 69 3 1 

8 4 2 0 5 1 0 2 0 65 2 

9 0 1 2 0 2 0 3 2 3 77 

Correct 

Prediction 
67.7% 87.7% 80% 75.5% 83.3% 86.6% 77.7% 76.6% 72.2% 85.5% 

 

With a larger dataset, there is a potential for 

achieving better accuracies. Table 1 shows the 

accuracies for each class. Consider an example 

where the accuracy of word 0 is to be calculated. 

No of correct predictions were 61 and the 

incorrect predictions were 29 out of 90. The 

accuracy obtained in this case was 67.7%. 

The graph below compares the accuracies 

between all the spoken words. 
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Fig 6.Correct prediction 

In [7], Kavya C S et al used Local Binary 

Pattern (LBP) to extract features and K-nearest 

neighbours classifier. It gave an accuracy of 

70%. In [8], Fatemeh Vakhshiteh et al used 

Hidden Markov Model for word recognition and 

produced an accuracy of 80.25%. In [1], Mei-Li 

Zhu et al used AutoEncoders and achieved an 

accuracy of 80.07%. In [9], Youda Wei and 

Xiadong Hu used Convolutional Neural 

Network(CNN) which resulted in 92.76% 

accuracy. In the proposed approach, using 

AutoEncoders and LSTM, it gave an average 

accuracy of 70.73% for 10 words. Fig 7 shows 

the comparative results.   
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Fig  7. Comparative results. 

VI. CONCLUSION 

A new approach for building a lip reading 

system is proposed in this paper. Lip reading is 

helpful for hearing impaired in their day to day 

life. LSTM neural networks are useful for video 

processing, to understand the interdependencies 

between various frames. The approach is 

modelled upon the dataset of 19 isolated words, 

however, this system can further be extrapolated 
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for interpreting sentences being said by a speaker 

in a video. 
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