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Abstract 

In radio astronomy, pulsar detection is not an easy method because most radiation detectors 

have telescopic noise. One of the methods of cognitive demand is to decide on the proper 

radiation to be released by the pulsar. In this paper, the K-Nest Neighbor based classifier has 

been implemented to identify pulsar stars by noise by classifying pulsar candidates from 

non-pulsar candidates. The nearest-neighbor concept is explained with an assortment of 

data. The algorithm is implemented using four statistical values of two input features. The 

statistics are standard deviation, excess kurtosis and skewness. The input features are 

integrated profile and DM-SNR curve. 17,897 observations are used to train the 

classification, and the average accuracy obtained is 96.54%. A detailed explanation of the 

algorithm is also given. 
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I. INTRODUCTION  

Identifying a given candidate as a pulsar is of 

great concern in astronomy. Since these massive 

neutron stars formed after the collapse of huge 

stars, their study has uncovered many secrets of 

the known universe. Through their study, 

astronomers are able to understand the nature of 

gravity, the structure of the inland media, the 

evolution of the universe, and so on. These pulses 

emit beams of electromagnetic radiation while 

moving. These rays are detected when the rays are 

directed toward the earth. The potential emission 

of a candidate pulsar is. Choosing the right 

candidate is a difficult process as there are a large 

number of emissions that are not pulsar and are 

noisy factors. Very few candidates look for Pulsar. 

Their identities began in the late sixties and since 

then the techniques for finding them have 

advanced greatly. Nowadays, Artificial 

Intelligence (AI) techniques are used in their 

detection process [1]-[4]. 

Machine learning (ML) is a subject of AI that 

involves learning data algorithms that learn from 

the data by gaining important insights and learning 

as a human child, of course, by experience. An 

important application of ML is the classification of 

data. Several ML algorithms for classification 

include K-Nearest Neighbor (K-NN), Dissection 

Trace, Name Bias, Logistic Regression and 

Support Vector Machines (SVM).These algorithms 

can be divided as parametric and non-parametric. 

For parametric algorithms, there is a predefined 

model structure that states the relationship between 
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an input and an output. Examples include logistic 

regression and SVMs. On the other hand, in non-

parametric algorithms no such model structure is 

defined a priori. The model structure is solely 

defined based on the data. K-NN is an example of 

non-parametric classification [5]. 

The K-NN algorithm is based on feature 

similarity. It classifies unknown data points based 

on how its neighbors are classified. The 

classification of data points depends on the class of 

the majority of its neighbors. K is the number of 

neighbors. The labels of the data points near K are 

searched and the labels are given at the test data 

points. K is often chosen odd to avoid building 

classes.  The nearest neighbors to the data point 

are calculated using the Euclidean distance of the 

data point with other data. The smallest distance 

data points identify the nearest neighbor. When 

different values of k are selected, the class label of 

the test point is often changed. That is, the data 

points for k = 3 can be classified in class 1 and the 

same point when k = 5 can be classified in class 2. 

Therefore, the value of k is chosen by cross 

validation for accurate classification of data points 

[6]. 

Suppose a given data set is separated into five 

chunks of small data sets. Now in the first 

iteration, the first four chunks are considered for 

training and the last one is considered for testing. 

The accuracy of these predicted values of last data 

set are compared with the actual values of the data 

set. Similarly, in the next iteration second last 

chunk is considered for testing and all others for 

training. Again accuracy is measured for it. 

Similarly for five chunks five iterations are run 

and the value of k is picked which on average has 

the highest accuracy or the lowest error. This 

method is one of the methods to choose value of k 

by cross validation [7]. 

The higher value of k prevents the overfitting of 

data. But, if the value of k is too high or equal to 

the number of total training data set then the test 

data is barely classified by taking the mean of the 

data points. This means that in the data set to 

identify pulsars by classifying candidates, every 

candidate would be classified as not a pulsar 

because the number of non-pulsar candidates is 

much more than pulsar candidates. And a test data 

point would be classified by taking the mean of the 

data set which will result into a non-pulsar 

candidate [8]. 

In this paper a classifier based on the K-NN 

algorithm is used to identify a given star as a 

pulsar. The algorithm is implemented using the 

median values between the two characteristics of 

the candidate. Two features integrated profile and 

DM-SNR curve. 

II. IDENTIFICATION OF PULSAR CANDIDATES  

Pulsar finding is extremely significant in 

addition to be mostly complex because there are a 

large number of pulsars similar to the signals 

detected by radio telescopes. Compared to these 

false signals, the true signals that are actually 

emitted by the pulsar are very few. The traditional 

approach to their identification was manual by a 

human observer which is time consuming and 

cognitive demand. Therefore, several ML 

algorithms were previously used to detect pulsar 

fast and accurately [9]. 

Here, KNN algorithm is implemented on the 

data set of candidates. The approach to implement 

KNN is by taking average values of the data points 

of two classes and classifying a new data point by 

comparing it with these averages. The data 

contains two attributes of candidates that are 

Integrated Profile and DM-SNR curve. Four 

statistics of each attribute are considered which are 

Mean, Standard Deviation, Excess Kurtosis and 

Skewness. These attributes and their outputs as 

one for pulsar candidate and zero for no pulsar 

candidate are shown in table below [10]. 

III. ALGORITHM AND FLOWCHART 

The algorithm of proposed method is given 

below and flowchart is shown in Fig. 2 
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Algorithm: 

1. Start. 

2. Load the dataset. 

3. Store features of class 1. 

4. Store features of class 2. 

5. Calculate mean of class 1 and class 2 data 

points. 

6. Calculate the maximum distances of class 

1 and class 2 means from the data points of 

respective classes. 

7. Take new data to classify into group C1 or 

C2. 

8. Calculate the distance of this new data 

point from the means of the two classes. 

9. The smallest distance from a group is 

considered and the data point is classified 

into that group. 

10. Plot the data points of both classes and also 

their means. 

11. Plot the new data point. 

12. Take the means as Centre of two circles 

and maximum distance of the means from 

the data points as radius and draw two 

circles. 

13. Draw lines joining means of two classes 

with the new data point.  

14. End.    
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IV. RESULTS AND DISCUSSIONS 

The predicting accuracy of the dataset for 

Linear SVM for different number of samples is 

calculated by cross validation with five folds. 

Training Time with different samples is also noted 

down. The Predicting Accuracy for the original 

dataset is 97.1% and the Training Time is 3.2886 

seconds. When the number of samples taken is  
2

3
 

rd of the original, Predicting Accuracy is 96.5% 

and Training Time is 0.63271 seconds. Further 

when the number of samples taken is 
1

5
 th of the 

original, the Predicting Accuracy is 96.4% and 

Training Time is 0.55372 seconds. The data 

samples are shown in Table I and Table II.  Hence 

as the number of samples are reduced both 

Predicting Accuracy and Training Time decrease. 

Table III below shows obtained results of the 

experiment. The Fig. 2 shows scatter plot of the 

data set with only 10 samples and one statistic of 

the two attributes. 

 

Fig. 2. KNN with 20 samples 

 

The non-pulsar candidates are denoted by star and 

named as data1 whereas pulsar candidates are 

denoted by red dots and named as data2. The 

functioning of the KNN algorithm used in this 

experiment can be understood as shown in Fig.2. 

Black and red circles are drawn around the means 

of data1 and data2. Also lines are drawn 

connecting unknown data point with means of the 

data1 and data2. 

 

 

V. CONCLUSIONS 

ML algorithms have been founded as an 

effective approach in the field of radio astronomy 

for identification of celestial objects such as 

pulsars. In particular non-parametric supervised 

learning algorithm is used for classification. The 

KNN algorithm is studied by experimenting it with 

a dataset which consists of observations of pulsar 

candidates. The dataset was collected during the 

High Time Resolution Universe Survey. The 

TABLE 1. First 10 samples of the DM-SNR Curve  

dataset 

Mean 
Standard 

Deviation 

Excess 

Kurtosis 
Skewness Pulsar 

3.199833 19.11043 7.975532 74.24222 0 

1.677258 14.86015 10.57649 127.3936 0 

3.121237 21.74467 6.896499 53.59366 0 

3.642977 20.95928 6.8964 53.59366 0 

1.17893 11.46872 14.26957 252.5673 0 

27.55518 61.71902 2.208808 3.66268 1 

1.358696 13.07903 13.31214 212.597 1 

73.11288 62.07022 1.268206 1.08292 1 

146.5686 82.39462 -0.2749 -1.12185 1 

6.07107 29.7604 5.318767 28.69805 1 
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algorithm identifies a given candidate as a pulsar 

or no pulsar by performing binary classification on 

data points. The classification is done by 

calculating the class of the nearest neighbours. The 

predicting accuracy of the algorithm is estimated 

by 5-fold cross validation after performing fine 

KNN. The average accuracy of the experiment was 

found to be 96.54%. It is observed that as the 

number of observations increase the corresponding 

accuracy also increases. The training time is also 

directly proportional to the number of 

observations. The original dataset and the dataset 

with predicted values are plotted. A subset of the 

original dataset is plotted to explain the working of 

KNN. 
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