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Abstract: 

Rapid developments in the advancing Deep Learning (DL) made 

significant progress in the methodologies for Automated Captioning. Automatic 

captioning for digital images or videos is a great challenge in Artificial intelligence. 

Though most algorithms used Convolution Neural networks (CNN), this work 

emphasize the use of Squeeze and Excitation (SE) technique with the Long Short- 

Term Memory (LSTM). This combination works well to generate the caption from a 

sequence of words based on the learning. This proposed work bridges the gap 

between visual and language system by combining the two vital methodologies for 

image caption. 

Keywords: Deep Learning, Image Captioning, Long-Short Term Memory Block, 
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I. Introduction 

Automated Captioning is the process of 

generating natural language descriptions for an 

image or video. This is a difficult and 

challenging task. A model that generates such a 

combination of visual and language system is 

worth and has its applications in making 

intelligent robots and very helpful for the 

visually disabled people. Commonly, generation 

of automatic captioning uses Convolution 

Neural Networks (CNN) and Recurrent Neural 

Networks (RNN). CNN obtains the features 

whereas RNN generates the captions. These two 

architectures proved to be dominant but 

performance and complexity are still endless to 

argue.  

Computer vision from image to text model is 

classified into several categories based on 

various options. LSTM is the most employed 

model to generate text because it performs well. 

In, hierarchical LSTM model [3, 4, 15, 17, 26, 

28, 29] blocks are arranged in top-down order to 

produce better text information. That extracted 

text formatof an image will be tags or phrases or 

sentences. Phrases are generated [3, 4, 28], 

sentences are extracted in [8, 47] whereas 

remaining works generate the caption.    

LSTM is controlled by gates while generating 

texts for given temporal. Additional guideline 

given externally to each gate for temporal 

control [24, 31]. Some models [7, 15, 18, 32, 

33, 40-42, 44] added weights to the visual 

feature according to its spatial location rather 

than using average CNN feature.  

In dense captioning model [14, 18, 20, 29, 33, 

40], synthesis fully localize information and 
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regions(salient or region of interest) for feature 

extraction in deep. It trains the model in end-to-

end basis so it avoids the re-computation in 

feature extraction process. Though the deep 

extracted feature is better, each region sent 

separately to the network which repeats the 

process. This makes the process inefficiency.  

Jie Hu et al [25] proposed squeeze and 

excitation model which accounts inter channel 

dependencies while calibrating features and 

proved that avoids redundant computation and 

feature is deep. Most of the existing works used 

dense or attention model to extract the spatial 

feature instead of the convention method like 

convolution.  Dense and attention model are 

more complexed and expensive.  Embedding SE 

block with convolution gave highlighted 

features at no cost and complexity is less.  

So, the proposed work presents a novel 

architecture that combines the Squeeze and 

Excitation technique along with LSTM 

architecture for the captioning of attributes for 

images. Compared with images, captioning 

videos is very difficult as the sets of objects, 

scenes, attributes are diverse. The LSTM is used 

to overcome the vanishing gradients problem by 

enabling the network to learn when to forget 

previous hidden states and when to update 

hidden states by integrating memory units.  

CNNs are able to produce image representations 

that capture hierarchical patterns and attain 

global theoretical receptive field [25]. Squeeze 

and Excitation (SE) block, with the goal of 

improving quality of representations produced 

by a network by explicitly modelling the 

interdependencies between the channels of its 

convolutional features [2]. 

 

II. Related Works 

Earlier, RNN used to predict the text 

information but it couldn‟t retain the 

information for long time which leads to 

gradient descendent problem. LSTM overcomes 

that by keeping the information for long time. 

So it becomesa powerful model to predict the 

text information of the image. But this LSTM 

alone is not enough to transform the visual 

information into textual form. Images are 

represented as complex in the visual form. This 

should be reduced by diminishing the 

background information.  

The convolution process is good enough to 

extract the highlighted features. So most 

existing work employs the Convolution Neural 

Network(CNN) to down sample the images and 

the extracted features are passed into LSTM 

model to predict the textual information. Based 

on this the captioning model classified into 

several categories.  

Encoder-decoder model [1, 5, 6, 11, 12, 16, 19 

and 22] which is a convention model in image 

captioning. Generally this model, encodes the 

images into its feature vectors and this 

transmitted to the LSTM network where 

decoder applied and predicted the 

corresponding textual information for the given 

image.Cross domain image captioning was 

proposed in[12] which optimized two coupled 

objectives via a dual learning mechanism: 

image captioning and text-to-image synthesis in 

parallel. 

Also this encoder-decoder mechanism performs 

well in handling the improper dataset[19] when 

the ground truth is not following the standards. 

The downside of this model is, encoded features 

are not strong to predict the textual information 

for the dominant objects of the image. 

 

Dense model [10, 14, 18, 20, and 33] was 

introduced where emphasised regions of images 

fused with the local information and then 

features are extracted. This provided better 

result than the conventional model.Next word 

predicted in [10] based on the content of the 

image rather than the previous word. It is 

achieved by LSTM with dense concept. Dense 

achieved as a channel based feature 

recalibration [14] instead of dynamic 

recalibration. Attributes are penetrated deeply 

with image features and text information in each 

layer of training. Though the encoded features 

are well, extraction is more expensive.  

The attention model proposed in [7, 15, 21, 32, 

34, 42] where the visual information weights 

are added along with the spatial information. 
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This made precise feature extraction. The 

features are calibrated with the channel 

information and learnt weight was added for 

better performance.  

Subsequent layer of the captioning model is, 

predicting the textual information for the 

received features. LSTM is a great network to 

predict text. Even though the single LSTM 

block predicts the text, many types of LSTM 

blocks are introduced for better performances.   

 

Some models LSTM blocks are arranged in 

stacking manner for the perfect captioning 

which is called as Hierarchical 

LSTM(HiLSTM).HiLSTM decodes image 

caption from phrase to sentences in contrast to 

conventional solutions[4]. It generated more 

novel captions richer in word contents. 

HiLSTMwith Adaptive Attention approach 

applied [28] for both image and video utilized 

spatial and temporal attention for selecting the 

specific region or frames for prediction of 

words.  

 

The problem of spatial attention and the feature 

channels and semantic concepts are 

addressed[11] in the Attentive Linear 

Transformation. During captioning, external 

reset is required to control the HiLSTM, Gers F 

et al[27] designed a self-reset control for 

HiLSTM. High level context information and 

low level visual features are handled 

simultaneously to generate captioning in [15, 

17, 26]. 

Sometimes the output of the LSTM block is 

given as input to itself, is called as Bidirectional 

LSTM(BiLSTM). Cheng Wang et.al proposed 

an end-to-end trainable deep BiLSTM [33] to 

address the problem of captioning. Deep CNN 

is combined with two LSTMs is used to learn 

long-term visual language interactions by using 

history and future contexts. Xiao F et al[42] 

developed a attention based model with dual 

biLSTM for image captioning. 

Generated captions of few models are not in 

natural language format. It might be continuous 

words or phrases from the ground truth. 

Another type of LSTM called as “phrase based 

LSTM(phiLSTM)” handles this well. It consists 

of a phrase decoder at the bottom hierarchy to 

decode noun phrases of variable length, and an 

abbreviated sentence decoder at the upper 

hierarchy to decode an abbreviated form of the 

image description.phiLSTM used in [11, 28] to 

generate caption. 

 

Another form of LSTM is called as 

gridLSTM(gLSTM) where the visual content 

and the features are fused together. Wu L et 

al[30] proposed a model where visual features 

are extracted along with its latent information, 

this leads the decoder to receive information 

dynamically without any surplus parameters. 

The corresponding image contents are recalled 

while generating text. 

 

Though many models other than the convention 

have discussed in several works, the 

computation cost is expensive. The feature 

recalibration with channel information 

discussed in [13, 14, 18, 37] having less 

complexity and high in performance.  

 

III. Proposed Model 

A model was proposed with convolution, 

feature recalibration with channel information 

and a BiLSTM block. The design and 

development of new CNN architecturesis a 

difficult engineering task, typically requiring 

the selection of many new hyperparameters and 

layer configurations. By contrast, the structure 

of the SE block is simple andcan be used 

directly in existing state-of-the-art 

architecturesby replacing components with their 

SE counterparts, wherethe performance can be 

effectively enhanced. SE blocks arealso 

computationally lightweight and impose only a 

slightincrease in model complexity and 

computational burden [25]. 

 The ultimate goal of our model is to improve 

the performance and thereby the efficiency. In 

this section, introduced the proposedSEBLNet 

architecture. The images are covoluted by the 

CNN architecture and then passed on to the SE 

block. The SE block improves the channel 

interdependencies at no cost.  
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In this section, the proposed model for 

captioning that constructs in two stages: the first 

stage represents the feature vector input from 

convoluted layer to SE module while the second 

trains the feature with source sentence vector 

and generating captions of the image. The data 

set is loaded and convolution takes place that 

establishes non-linear connection between the 

channels and max pooling is obtained.  

1. Extraction of Features by CNN 

In this model each input image is passed into 

the CNN layer. CNNs use convolutional filters 

for extracting the hierarchical information from 

the images. The lower layers finds the edges, 

ridges and the upper layers detects the objects 

and other shapes. All the important information 

that is essential for solving the problem is 

extracted from the images or videos. Spatial 

features and channels combine to perform this 

task.  

Convolution preserves the relationship between 

pixels by learning image features using small 

squares of input data. It is a mathematical 

operation that takes two inputs such as image 

matrix and a filter or kernel [25].  

2. Activation function- ReLu 

A neural network is comprised of layers of 

nodes. Each node‟s weight is multiplied with the 

weight of the node and summed together. It is 

then transformed by an activation function 

which transforms and specifies the output.  

Figure-1 shows the proposed architecture 

diagram. 

 

Figure-1 Proposed Architecture SEBLNet 

Earlier sigmoid and hyperbolic tangent functions 

were used if the nodes need more learning, these 

were widely used.  

Convolution of an image with different filters 

can perform operations such as edgedetection, 

blur and sharpen by applying filters. The filters 

include stride, padding, Non-linearity called 

ReLU, pooling layer – spatial, max, average and 

sum. All these are based on the inputs and how 

perfectly they fit. Rectified Linear Unit (ReLu) 

is an activation function that is used when there 

is need for application of transformation.  

The input image is seen as a set of matrices i.e 

pixels. Later, with the help of the filters, it is 

shifted to the matrix. If filters do not fit in the 

image, padding can be done. ReLU is needed for 

the non-linearity in the image. Pooling reduces 

the number of parameters if they are more in 

number. Max pooling is done here. After 

pooling, the fully connected layer converts the 
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feature map into n vectors. Any number of 

layers can be added until the task is completed. 

  

Here the images as vectors are being passed into 

the CNN and the weights are calculated. The 

activation function ReLu sums the weights of 

the nodes. Then the image vectors are fed to the 

SEI block. 

3.Squeeze and Excitation Network 

This technique maps each feature vector to a 

single value. nvectors obtained from CNN are 

used as weights for the feature maps. The 

computational cost for this mapping is very less. 

This can be added to any model. The Squeeze-

and-Excitation block is a computational unit 

which can be constructed for any given 

transformation of input image X, where 
''' CWHRX   into feature U, where CWHRU  .

'H is the height, 'W  is the width with 'C  number 

of channels of the input image.  Let V = [v1, v2, 

. . . ,vC ] denote the learned set of filter kernels, 

where vcrefers to the parameters of the c-th 

filter. The outputs of Ftr can be written as  

Ftr : X → U,  X ∈ R H′×W′×C ′ , 

 U ∈ R H×W×C  

U = [u1, u2, . . . ,uC ], where  

XCXvu cc
 *    (1) 

 

Here ∗ denotes convolution,  

vc = [v 1 c , v2c , . . . , v C ′ c ] 

 

and  CxxxX  ,....2,1
~

  (2) 

Equations 1 and 2 mathematically define the SE 

block. The highlighted features are extracted 

after the SE process.  

 

4. Long-Short Term Memory 

The LSTM approach pushed back the old RNN 

approaches and brings an effective model by 

vanishing gradient descendent problem. This 

LSTM blocks are classified as Hierarchical 

LSTM (Hi-LSTM), Multi-model LSTM(MM-

LSTM) and Bi-directional LSTM(Bi-LSTM). In 

the proposed model Bi-LSTM used where the 

output of current cell is forwarded to next cell 

and input to the same cell. It comprisesof 

memory cells  where each cellctis controlled by 

three gates like input gate It, forget gate ft, and 

output gate ot over the time period t.Cell in 

LSTM gets input fromany source orpreceding 

cell ct-1 for the predicted time t. The input gate 

decides to retain the input or not. The content of 

the previous cell will be forgotten when the 

forget gate is on.The proposed Bi-LSTM 

computes as follows: 

wt CoXX      (3) 

 wtmh FFFf ;1     (4) 

 wtmh BBBb ;1     (5) 

Here, tX indicates the image for the time t, Cw 

is the weight learned from the convolution 

network and  is the convolution process. 1

hf is 

the forward hidden calculated at the time t, 

represents the text based LSTM process, mF  

and mB are forward matrix and backward matrix  

derived from network. tF and tB are tags of 

forward and backward sequence respectively. 

wF is forward sequence weight and wB is 

backward sequence weight learned from 

network. To get intense feature, the textual 

information and the spatial information are 

combined andthis is computed as: 

 bthh fwXff ;12     (6)

 bthh bwXbb ;12     (7)Here,

bfw and bbw are the learned weights of forward 

sequence and backward sequence,  is the Bi-

LSTM, it predicts the relation between tag and 

visual information at various time stamps.This 

made the cells as a Long-Short Term Memory 

cells. 

5. Squeeze and Excitation with BiLong-short 

term Network(SEBLNet) 

The proposed model combines SE and Bi-

LSTM to extract feature and train the dataset. 

The flexibility of the SE block means that it can 

be directly applied to transformationsbeyond 

standard convolutions. To illustrate this point, 

the SEBLNetdeveloped by integrating SE 
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blocks into modern architectures like Bi-LSTM 

with sophisticated designs. 

Initially the data is convoluted through 

convolution layers and it inputted to SE block to 

extract the highlighted features along with inter 

channel dependency details. SE block squeezes 

the highlighted features and weaken others. The 

excitation process recalibrate the highlighted 

features.  

In parallel, the proposed model passes the data 

into Bi-LSTM network to encode the data for 

specific temporal values. When the sequence is 

long, carrying information from the previous 

layer to next layers, RNNs suffer vanishing 

gradient problem by leaving important 

information that has to be given knowledge 

transfer to the new ones. During the process, 

time plays a vital role and at one point of time, 

gradient shrinks. As the gradients are the values 

that giveweights to the network layer, they stop 

learning over a period of time.  Then the textual 

information to be accounted for captioning.  

Every image is provided with the ground truth 

information as sentences. The given source 

sentences of the image Xt will be converted into 

a special vector Vswhich has sequence of words. 

It is represented as 

 ns SSSV ,..., 10   (8) 

Where 0S represents the token “START” added 

in the pre-processing. The model aims to 

improve the sum of likelihood log lP  of the 

related words. 

 


 
n

t

tttpl StStStXStMaxP
1

110 ;,...,,|log  (9) 

 is a parameter which has to be learnt from 

network. This vector sent to SE-BiLSTM layer 

for word prediction as follows 

   ttttp hluStStStXSt Re,.....,,,|log 110 
 (10) 

Here luRe  is a non-linear function that predicts 

the probability of tSt Then Softmax applied to 

predict the related word. 

 

These are passed into SE-Bi-LSTM for further 

predictions. This block computes as follows:  

 ihhiX PbfXT ;
~ 22   (11) 

In training phase of the network, 15 

layers of SE is concatenated    with 5 layers of 

LSTM.  

IV. Experimental Evaluation 

Performance of a model is assessed by the 

experiments done. The data sets and the metrics 

are the key points in the evaluation. 

 

1. Data set 

Three benchmark datasets Flickr8K, Flickr30K 

and MSCOCO are used to verify the 

performance of the proposed model. Flickr8K 

has 8000 images, Flickr30K has 31784 and 

MSCOCO has118287 images. These images are 

annotated with minimum 5 sentences manually. 

Most of the image in both databases depicts 

human involvement in an activity.Table-1 gives 

the statistical details of dataset. 

Table-1 Dataset Description 

Dataset Train Test Validation 

Flickr8K 6000 1000 1000 

Flickr30K 29000 1784 1000 

MSCOCO 82783 40504 5000 

2. Pre processing 

Every image is provided with minimum of five 

sentences annotated by human. These given 

source sentences of the image will be converted 

into a special vector which has sequence of 

unique keywords and every vector has the first 

sentence as “START”. Images are convoluted 

through the convolution process and then 

passed to the SE blocks. 

3.Evaluation metrics 

The main challenges faced by the evaluation for 

image captioning are the blind spots [50] found 

in the rule-based metrics and the correlation 

with human judgements. Bilingual Evaluation 

Understudy (BLEU), ROUGE, METEOR is 

some of the metrics that are commonly used.  

Flickr and MSCOCO datasets being used these 

are very accurate in prediction. BLEU [49] is 

commonly used to measure the similarity 

between the two sentences. It is defined as the 

geometric mean of n-gram precision scores 
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multiplied by a brevity penalty for short 

sentences. 

 

 
   

 





 










asWt

nas

aswt nbs
bsj

nas

n

n

n j

Wtc

WtcWtc

bsasBLEU
,..,1

max,min

,
 (12) 

 Where as is candidate sentence and bs is 

reference sentence, nwt is n-gram and  nx yc is 

count of n-gram ny  in sentence x  

 

 This is a simple and quick to understand 

and inexpensive too. It correlates with human 

judgement. Recall Oriented Understudy of 

Gisting Evaluation (ROUGE) compares 

overlapping n-grams, word sequences and word 

pairs. 

 

 

    

 










||

1

1

,

,min

bs

j
bswt nbs

nbsnas

bs

j
bswt

bsas

jn j

jjn

wtc

wtcwtc

ROUGE
 (13) 

  

METEOR is the harmonic mean of the precision 

and recall of unigram matches of sentences. It is 

computed as 

 






































3

1 2

1
1

9

10
max

n

bs

j mu

nc

PR

PR
METEOR (14) 

Here P  is unigram precision, R  is unigram 

recall, and nc is set of unigrams adjacent in as

and 
jbs .  

 

4. Implementation Details 

In the proposed model, a convolution with 32 

filters followed by Relu and maxpooling are 

used for the first three layers. Images are down 

sampled with a standard size of 32x32.  

Then, two fully connected layers applied with 

Relu and softmax classifier. These two are 

applied with a weight learned from the network.  

SqueezeNet used to encode visual features of 

the images, in the squeezing process, 1x1 filter 

applied for squeezing and 3x3 filter for 

excitation process. Fifteen layers of SE used in 

our model with the stochastic gradient descent 

with momentum optimizer. 

Textual information of the image is given as 

minimum of five sentences. This converted as 

image vector where important key terms are 

stored in the vectors. SE-BiLSTM predicts the 

closest key terms out of the sentence by 

accounting the previous and future contents. 

The key terms of the sentences are compared 

and predicted to get the closest ones of the 

image.  Figure-2 shows some sample image 

captioning of our model. 
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Figure-2 Sample images with predicted captioning of the proposed model. Red color indicates the ground truth 

generated by human. Green color is the predicted captioning of the SEBLNet. 

Table-2 Comparison of proposed metrics along with existing models Highlighted number indicates that it is the higher value 

in that category. „-„ indicates data not available. 

 
 

 

Proposed model compared with existing models 

and it proved gives better result in overall. The 

comparison result given in Table-2.Performance 

of the proposed work among various dataset for 

various measure is given in the Figure-3. 

 
Figure-3 Performance of SEBLNet among 

various dataset and different metric models. 

BLEU ROUGE METEOR BLEU ROUGE METEOR BLEU ROUGE METEOR

Recall Network[20] - - - 32.23 53.9 25.92 - - -

ALT-ALTM[11] - - - 27 48 21.2 35.5 55.9 27.4

Dense Att[18] 33.4 46.9 23.1 39.1 51 26 34 56.5 24.8

Attention Model[43] 21.5 - - 21.1 - - 23.5 50.5 23.5

DAA[42] - - - 26.6 48.3 21.5 34.6 55.9 27.1

DTM-SBA[39] - - - 25.5 - 20.9 33.8 - 26.9

SLNN[37] 18.7 40.6 19.2 21.2 41.9 19.1 30.3 52.3 21.6

SEBLNet[Proposed 

Model] 34.6 50.4 24.2 36.8 56.7 27.6 37.1 54.6 29.7

Model Name
Flickr 8K Flickr 30 MSCOCO
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V. Conclusion 

In the proposed work, image caption has 

predicted using SEBLNet. Convolution process 

applied to down sample the image and it passed 

to the SE block used to extracted highlighted 

and important features of images.  First level of 

Bi-LSTM applied to train the network to predict 

the related key-terms.  Then these passed to the 

proposed SE-BiLSTM blocks for the final 

caption prediction. It is observed thatthe 

proposed work results are better than the 

existing models. In future, this will be combined 

with Natural Language Processing to generate 

the captioning for videos. 
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