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Abstract 

Smart Compression applies the appropriate compression algorithm for each column, 

taking into account the maximum compression and decompression rates. The 

compression algorithms used here are LZ4, RLE, PFOR, Delta encoding on top of PFOR, 

and Dictionary encoding. The vector - based compression algorithm used in this paper 

provides 4 to 6 times higher compression efficiency than the commonly used 

compression algorithm. To maximize Input and Output performance, we run CBM 

(Column Buffer Manager) which replicates the contents of the disk in the main memory 

area. In addition, The decompression is processed not in the memory but in the vector 

mode immediately before the data is processed in the CPU cache, and decompression 

proceeds. Therefore, it is efficient in terms of improving the data analysis process. Smart 

compression is derived to use large capacity manufacturing data in smart factory.  

  

Keywords: Smart compression, Algorithm, data analysis 

1. INTRODUCTION 

Data from manufacturing sites are very valuable. In 

particular, the smart factory called the future manufacturing 

site presented a model that sought to improve productivity 

and increase efficiency through integration of the entire 

process, ranging from order and design to production 

distribution. In particular, manufacturing big data that will 

be mass-produced from Smart Factory is being used as an 

essential element through analysis and use. The large 

amount of data generated by all manufacturing processes is 

analyzed in real time and shall be intelligently optimized for 

manufacturing processes. Intelligent data analysis was 

attempted by vector analysis and big data analysis method 

called smart compression was designed and tried. Recently 

various efforts to improve manufacturing have been made 

worldwide, and the new manufacturing industry, which has 

been reorganized as a smart factory, is evolving into a 

data-analyzed information-driven system based on the latest 

technologies of big data and the Internet of Things. Various 

types of smart data compression functions were attempted by 

considering the data analysis requirements and efficiency 

that should be applied at smart factories through automated 

facilities and information service systems at manufacturing 

sites 

2. DATA IN THE MANUFACTURING PROCESS 

A. Preparations of Smart Compression 

There are many sensors in the production facilities of smart 

factory. So, what data to collect from which sensors has 

emerged as an important issue. In addition, sensor data 

generated from sensors that manage the underlying 

equipment collect most of the data from all processes, and 

even ultra-precision data is collected to detect any slight 

variation in the process. That's why Smart Compression is 

important to collect large-scale data. These large-scale data 

are used as meaningful data in terms of efficiency, although 

the data analysis process should proceed in a scaled-down 

format.  The various data generated by manufacturing 

phenomena are processed and processed in various ways and 

are used as important information to support decision 

making. In the paper, the organization of data infrastructure 

at the manufacturing level and management and data 

processing were more important than the role of such 

intelligence. Measures were taken to enhance data utilization 

from a smart-factoring perspective by supplementing 

problems and limitations with data collection, data 

utilization, and ICT infrastructure. The organization of 

software systems and related hardware devices was also 

considered for use. Figure 1 processes the process of finding 
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finally hidden information using smart compressions of 

data[1]. 

 

 
Figure 1. Process of analysis 

 

B. Establishment of process for application of Smart 

Compression 

Depending on the analysis information requirements at the 

site, large volumes of data can be designed to correspond to 

various analysis methods. The high-speed analysis results 

are then derived and immediately used as processing data 

used for OLAP, statistical packages. In other words, without 

creating a data mart and without generating an index for 

performance improvement, SQL enables collection storage 

data to be analyzed in seconds in a manufacturing state and 

the resulting environment to be derived. This configuration 

will allow analysis of manufacturing information, integrated 

contact history and various information collected from 

numerous channels to be compressed and continuously 

provided with products suitable for the situation. Additional 

technical elements are data processing via SIMD processing 

and on-chip cache computing by executing a single 

command on a data set of x86 chips through Vector 

Processing. This will allow compression to be performed 

within the CPU to maximize throughput through Smart 

Compression[2] 

 

 

Figure 2. Data Compression 

3.  MANUFACTURING PROCESS BY SMART COMPRESSION 

A. Smart Compression 

Smarter Compression can apply the appropriate compression 

algorithm in each column considering the maximum 

compression rate and decompression rate, and the 

compression algorithm used is LZ4, RLE, PFOR, Delta 

encoding on top of PFOR, and Dictionary encoding. 

Typically, the compression algorithm used is highly 

compression efficient, and to maximize IO performance, will 

operate a column buffer manager (CBM) that duplicates the 

contents of the disk in the main memory area.  

For analysis, decompression is performed by Vector 

processing just before data is processed in CPU Cache, rather 

than when data is in memory, making it a high-speed 

analysis in environment. Fig3,4is a configuration for smart 

compression 

 
 

Figure 3. Smart Compression 

 

 
 

Figure 4. Non  Smart Compression 

 

This generally results in performance differences in all 

aspects of the system being decompressed and analyzed from 
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memory. Figure 3 “No Smart Compression” shows a process 

that is uncompressed in main memory area as a model that 

does not apply Smart Compression.[4][  

B. Test of Smart Compression 

The table below shows the compression ratio of 10 billion 

data capacities for Line-item in TPC-H. The capacity of 10 

billion files and vectors was compared to Line-item of 

TPC-H. The size of the file is 1,706GB, while the capacity 

when it was compressed by a vector is 380.1GB, indicating 

that it was compressed to about 22.28% of the total file size.  

 
Table 1. Performing compression on 10 billion records 

The number 

of records 

file 

capacit

y 

vector capacity 

Ratio 

(Vector/File) * 

100 

10 billion 

cases 

1,706G

B 
380.1GB 22.28% 

  

It was also possible to verify that the post-compression 

capacity of the log data for testing is compressed as shown in 

the following table. That is, the daily data logging volume is 

about 890 million, the file size is 722GB, and the size on the 

Vector Type DBMS is 106GB. This is stored at a rate of 

about 14.68% and corresponds to an average compression 

rate of seven-times.[3] 

 
Table 2. Performing compression of log data 

Log data Data Size 

(Apply Vector) 

722GB 

5TB 

10TB 

20TB 

30TB 

50TB 

106GB 

711GB 

1.4TB 

2.8TB 

4.2TB 

7TB 

4. CONCLUSION 

Smart Compression is already a necessity, not an option, for 

all manufacturers, and the various data generated from 

manufacturing phenomena are processed and processed in 

various ways to serve as important information to support the 

decision making of the manufacturer. [5] For the utilization 

of these data, the problems and limitations of data collection, 

data utilization and infrastructure composition have been put 

forward in this paper. Data is utilized through smart 

compression, and all data in the manufacturing process, such 

as quality defect or equipment failure, can be collected and 

identified, and the results can be efficiently processed. The 

Smarter Compression presented in this paper can apply 

appropriate compression algorithms in each column to 

account for maximum compression rate and decompression 

speed, and to operate a column buffer manager (CBM) that 

duplicates the contents of the disk in the main memory area 

to maximize IO performance. For analysis, decompression is 

performed by Vector processing just before data is processed 

in CPU Cache, rather than when data is in memory, making 

it a high-speed analysis. It is considered to be a technology 

that must be used for future process real-time monitoring, 

product defect analysis, and facility-related data analysis for 

abnormalities detection[7-16] 

 In this paper, we designed and tried a big data analysis 

method called smart compression. Various efforts to improve 

manufacturing have been made worldwide in recent years, 

and the new manufacturing industry, which has been 

restructured into a data-analyzed information-driven system 

based on the latest technologies of big data and the Internet 

of Things, has attempted various forms of smart data 

compression by considering the site. Smart compression was 

derived to derive a smart factory model for analysis and use 

of large-capacity manufacturing data in context, and 

measures were proposed to accelerate the efficiency of data 

analysis by providing analysis scenarios for utilizing the 

platform [18-20]. 
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