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Abstract 

In this study, we analyzed the causal relationship among the Korean Won to US Dollar 

exchange rate (ER) and the consumer price index (CPI) provided by the Bank of 

Korea, and the KOSDAQ index provided by the Korea Exchange (KRX). The sample 

data were monthly data from January 1, 2005 to December 31, 2018. As the research 

model, we used the vector autoregressive model (VAR model), which is a vector time 

series model, to perform Cointegration Test, Granger Causality Test, Impulse 

Response Function Analysis, and Variance Decomposition Analysis. The results are 

as follows. The cointegration test of the economic time series variables CPI, 

KOSDAQ, and ER shows that there is no cointegration relationship between Trace 

and Maximum Eigenvalue statistics. In the Granger causality test, each of the 

variables shows that the significance probability of the chi-square statistic is smaller 

than the significance level of 0.05, indicating that there is a bidirectional linear 

dependency respectively, which is influenced by the past values of the self and the 

other two variables. The analysis of whether it affects volatility shows that the 

significance probability of the F-statistic is smaller than the significance level of 0.05, 

and therefore the model has predictive power. The results of impulse response 

function analysis to see how long the predictive power persists shows that the impulse 

of the CPI on the KOSDAQ negatively affects up to time lag 4 and disappears, and on 

the ER up to the time lag 2. In addition, the variance decomposition analysis of 

prediction error was performed to estimate the extent to which the changes in the CPI, 

the KOSDAQ, and the ER interact with each other. The result shows that, after the 

sixth lead, the CPI has an explanatory power of about 97% for itself, the KOSDAQ 

has an explanatory power of about 98% for itself, and other variables do not affect the 

CPI and the KOSDAQ. The ER does not affect the CPI, has an explanatory power of 

about 12% for the KOSDAQ, and about 87% for itself. 

  

Keywords: Cointegration Test, Impulse Response Function Analysis, Variance 

Decomposition Analysis, VAR. 

 

1. INTRODUCTION 

Korea's economy is maintaining a good growth 

rate of exports, but the economy is weakening 

mainly on domestic demand, as investment, 

employment, and economic indicators are 

slowing down or declining. Externally, in the 

course of normalizing US monetary policy, 

economic uncertainties such as capital outflows 

and sharp depreciation of currencies of some of 

the vulnerable emerging economies are growing. 

In the midst of this, as the trade disputes between 

the US and China are intensifying, concerns 

about the contraction in world trade and the 

sustainability of global economic growth are 
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rising. Recently, as the Korean stock market has 

been sensitive to changes in overseas economic 

variables such as the US interest rate and the 

Won-Dollar exchange rate as well as the 

domestic economy such as the price and the 

economic situation, there is a growing need to 

analyze how stock prices react to changes in 

macroeconomic variables at home and abroad. 

In particular, the consumer price index (CPI) is 

expected to climb due to the continued rise in 

agricultural product prices and the termination of 

electric charge reduction. The exchange rate 

(ER) is expected to rise compared to the previous 

year due to the surge of US long-term Treasury 

bond rate according to inflation concerns, and 

monetary policy differentiated among major 

countries. The KOSDAQ index is expected to 

continue to decline due to lack of corporate and 

financial restructuring and stable demand. The 

purpose of this study is to provide useful 

information on monetary policy and economic 

policy formulation by analyzing the relationship 

between economic time series variables. The 

preceding studies on the relationships among 

economic time series variables are as follows. In 

a study on the relationship between travel stock 

index and macroeconomic variables using time 

series analysis, consumer price and money 

supply were the causal variables of the stock 

index [1]. A study on the correlation between the 

rice index and the price index based on the VAR 

model suggested that producer prices 

consistently affected consumer prices [2]. Darbar 

and Deb analyzed the correlation among 

exchange rates, stock prices, interest rates, and 

raw materials using a bivariate GARCH model, 

and found that there was volatility transfer effect 

between bonds and exchange rate, bonds and 

stocks, exchange rate and raw material market 

respectively [3]. Aloui analyzed the average, 

volatility, and causal relationships between 

stocks and foreign exchange markets in the US 

and European markets, and found that there was 

a causal relationship between averages and 

fluctuations of exchange rate and stock price 

respectively [4]. And Kanas analyzed the 

interdependence between stock returns and 

exchange rate fluctuations using EGARCH 

models of six industrial countries such as the US, 

UK, Japan, Germany, France, and Canada and 

found that the effect of stock returns on exchange 

rate fluctuations had been increasing [5]. This 

study analyzes the causal relationship between 

the Won-Dollar exchange rate, the consumer 

price index, and the KOSDAQ index in the 

extension of previous studies.  

2. RESEARCH MODEL 

2.1 Vector Autoregressive Model 

The p-order vector autoregressive model, in 

which the k-dimensional multivariate time series 

Zt = (Z1t , Z2t , ⋯ , Zkt )′ returns from the past p 

multivariate time series Zt−1, Zt−2,⋯  , Zt−p at 

time t, is called the VAR(p) model and can be 

expressed as follows. 

Zt = δ + Φ1Zt−1 + ⋯ + ΦpZt−p + εt

= δ +  ΦiZt−i

p

i=1

+ εt  
(1) 

namely, 

 

z1,t

z2,t

⋮
zk,t

 =  

δ1

δ2

⋮
δk

 +   

ϕ11ϕ12 ⋯ϕ1k

ϕ21ϕ22 ⋯ϕ2k

⋮     ⋮    ⋯    ⋮
ϕk1ϕk2 ⋯ϕkk

 

p

i=1

 

z1,t−i

z2,t−2

⋮
zk,t−i

 

+  

ε1,t

ε2,t

⋮
εk,t

  

(2) 

Where, 

δ: k × 1constant vector 

Φ𝑖  :k × ktimeseries regression coefficient matrix 

between current and differential variables 

εt: multivariate white noise process 

2.2 Selecting Order of the VAR Model 

There are various information criteria used for 

model selection using the covariance matrix∑ε  

for the estimation error of the VAR model, but 
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the statistics used in this study are as follows [6]. 

SBC = log ∑  
ε

+ r log T / T (3) 

HQC = log ∑  
ε

+ 2r(log T ) /T (4) 

Where, 

∑ ε is the maximum likelihood estimator of 

Var(εt),ris the estimated number of parameters, 

and Tis the number ofobservations. 

2.3 Cointegration Test 

if we put Φi
∗ = −∑ Φj

p−1
j=i
+1

in the VAR(p) model 

of (Equation 1), the VAR(p) model  

 

∇Zt = − Ik − Φ1 − Φ2 − ⋯− Φp Zt−1

+  Φi
∗

p−1

i=1

∇Zt−i + εt  
(5) 

If we let αand βbe a matrix of size k × k(k ≥

r) and rank r respectively, and put  αβ ′ =

−(Ik − Φ1 − Φ2 − ⋯− Φk), then (Equation 5) 

is expressed as follows. 

∇Zt = δ + Π Zt−1  +  Φi
∗

p−1

i=1

∇Zt−i + εt  (6) 

This is called a vector error correction model, 

where ∇Zt = Zt − Zt−1 , Π = αβ′ , α and β are 

k × r matrix respectively, Φj is  k × k  matrix, 

δ = δ0 + δ1t is deterministic trend term, and 

δ0 and δ1 are k × 1 matrix. β′Zt−1 is called a 

cointegration relation or a long-term equilibrium, 

and α is a rate-determining parameter that 

measures how sensitive the data are when they 

are out of long-term equilibrium relation of 

β′Zt−1. If 0 < 𝑟𝑎𝑛𝑘 Π = r < 𝑘in (Equation 6), 

there exist r mutually independent linear 

combination equations. The test for determining 

the number of columns that are linearly 

independent of Π = αβ′, i.e., the value of the 

cointegration coefficient, r , is called the 

cointegration test. The method of testing the 

cointegration is follows [7], [8], [9]. 

 

The trace statistic for testing the null hypothesis 

with r cointegration vectors is given as in 

(Equation 7), 

λtrace = −T  log(1 − λi)

k

i=r+1

 (7) 

The maximum eigenvalue statistic for testing the 

hypothesis with maximum rcointegration vector 

is given as in (Equation 8). 

λmax = −T log(1 − λr+1) (8) 

Where, Tis the number of observations, and λiis 

the eigenvalues. 

2.4 Granger Causality Test 

Assuming that Ztfollows the VAR(p) model and 

the coefficient matrix Φ(B)can be partitioned 

into Φij (B),i, j = 1,2,the VAR(p) model can be 

expressed as follows. 

 
Φ11 B Φ12 (B)

Φ21 B Φ22(B)
  

Z1t

Z2t
 =  

δ1

δ2
 +  

ε1t

ε2t
  (9) 

In (Equation 9), if Φ12 = 0, vector Z1taffects Z2t , 

but Z2t does not affect Z1t . That is, the future 

value of Z1tcan be explained by the past value of 

Z1t, but is nothing to do with past value of Z2t , 

while the future value of Z2t is affected by the 

past values of Z1tand Z2t . In this case, Z2tis not a 

Granger cause of Z1t . In this study, we, 

performed a modified Wald test in which the 

Chi-square test was performed only for the first p 

coefficients that were optimal time lags [10], 

[11].  

2.5 Impulse Response Function Analysis 

In the vector autoregressive model, the impulse 

response function is a moving average model 

derived from the model, which shows how all the 

variables in the model respond to impulse over 

time, given the unexpected impulse in the 

economy. 

The vector autoregressive model can be 

converted to the MA(∞) model if the 

AR(p) model of (Equation 1) satisfies the 

invertibility condition [12], [13]. In other words, 
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if all the eigenvalues of Φare time series in the 

unit circle, Ztcan be expressed as vector moving 

average (VMA ∞ model)by εt . 

Zt = μ + εt + Ψ1εt−1 + ⋯ = μ +  Ψs

∞

s=0

εt−s

=  

μ1

μ2

⋮
μk

 +   

ϕ11ϕ12 ⋯ϕ1k

ϕ21ϕ22 ⋯ϕ2k

⋮      ⋮     ⋯     ⋮
ϕk1ϕk2 ⋯ϕkk

 

∞

s=0

 

ε1,t−s

ε2,t−s

⋮
εk,t−s

  

(10) 

(Equation 10) is expressed using a backshift 

operator as follows. 

Zt = μ + Ψ B εt  (11) 

where, the coefficient Φ(B) represents the effect 

of 𝑍1 on the impact of 𝜀𝑡  as a function of times, 

which is called the impulse response function. 

The individual element of Φ(B),Φij (s)  is the 

impact multiplier or innovation coefficient for a 

period of at time s affecting on the 𝑖 th 

variableZiwhenεj   changes by one unit. 

2.6 Variance Decomposition Analysis 

The variance decomposition analysis of 

prediction error is a method of describing the 

relational characteristics of variables, along with 

the impulse response function analysis. While 

the impulse response function analysis tracks the 

impact of endogenous variables on the variables 

in the vector autoregressive model, variance 

decomposition analysis is a method of 

decomposing changes in endogenous variables 

for the impact of each component on the 

endogenous variables in the vector 

autoregressive model. Prediction errors for a 

particular variable include a number of impulse 

factors for other variables. The method of 

decomposing these by each factor is variance 

decomposition analysis of prediction error. In 

other words, through the variance decomposition 

of prediction error, relative importance of 

endogenous variable variation in the error terms 

of the vector autoregressive model is identified. 

 

3. RESULT ANALYSIS 

3.1 Unit Root Test 

The results of the Augmented Dickey-Fuller Unit 

Root Tests (ADF-Unit Root Test) on the CPI, 

KOSDAQ, and ER variables show that the 

p-value of the Tau statistic is greater than the 

significance level of 0.05, indicating that the 

model is nonstationary time series with unit root. 

Therefore, to check the stability of each time 

series variable, the unit root test was performed 

again after the first differencing (∇). The results 

show that all the p-values of the Tau statistics are 

smaller than the significance level of 0.05, which 

confirms that the model is stationary time series 

with no unit root, that is, each time series variable 

follows I(1) (Table 1). 

Table 1:ADF-Unit Root Test 

Level 

Variable 
Type Pr<Tau 𝛁Variable Pr<Tau 

CPI 

Zero 

Mean 
0.9999 

∇CPI 

<.0001 

Singl

e 

Mean 

0.3172 <.0001 

Trend 0.9503 <.0001 

KOSDAQ 

Zero 

Mean 
0.7571 

∇KOSDA

Q 

<.0001 

Singl

e 

Mean 

0.1458 <.0001 

Trend 0.2889 <.0001 

ER 

Zero 

Mean 
0.7512 

∇ER 

<.0001 

Singl

e 

Mean 

0.1736 <.0001 

Trend 0.3830 <.0001 

 

Checking the results of first differencing in a 

graph, we confirmed that it is a horizontal and 
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stable time series with no trend as shown in 

(Figure 1). 

 

Figure1:Time Series Graph after the First Differencing 

3.2 VAR Model Setup 

Some studies show that the optimal order p=2 of 

the VAR(p) model explains the dynamic 

structure of multivariate time series well. 

However, in this study, we decided the order p by 

the minimum information criterion based on 

schwarz bayesian criterion (SBC) statistic and 

hannan-quinn criterion (HQC) statistic. As the 

result, when AR is 1, SBC = -23.5170 and HQC 

= -23.6501 are the smallest, so the VAR(1) 

model is selected (Table 2). 

Table 2:Setting VAR(1) Model 

Minimum Information Criterion Based on SBC 

Lag MA0 MA1 MA2 MA3 MA4 

AR

0 

-13.514

5 

-13.542

1 

-13.585

2 

-13.665

3 

-13.886

5 

AR

1 

-23.517

0 

-23.420

5 

-23.292

1 

-23.263

8 

-23.225

9 

AR

2 

-23.385

3 

-23.271

1 

-23.141

9 

-23.141

6 

-23.074

4 

AR

3 

-23.302

6 

-23.221

1 

-23.097

2 

-22.974

2 

-22.923

7 

AR

4 

-23.152

7 

-23.184

8 

-23.013

4 

-22.894

0 

-22.704

0 

Minimum Information Criterion Based on HQC 

Lag MA0 MA1 MA2 MA3 MA4 

AR

0 

-13.547

7 

-13.652

0 

-13.744

3 

-13.879

9 

-14.037

1 

AR

1 

-23.650

1 

-23.624

9 

-23.613

1 

-23.645

1 

-23.606

9 

AR

2 

-23.619

2 

-23.627

6 

-23.537

7 

-23.580

6 

-23.614

1 

AR

3 

-23.638

1 

-23.637

7 

-23.635

2 

-23.611

2 

-23.568

2 

AR

4 

-23.590

6 

-23.603

7 

-23.594

1 

-23.562

9 

-23.482

6 

 

3.3Cointegration Test 

The results of the time series change of the 

variables (CPI, KOSDAQ, ER) show that they all 

have clear trend. Thus, the cointegration test was 

performed using Johansen's trace statistic of 

cointegration test and maximum eigenvalue 

statistic.A and B in Table 3 are trace statistics, 

and the null hypothesisH0is adopted indicating 

that there is no cointegration relationship with 

A's trace = 29.8371 < 5% Critical Value = 34.56 

and B's trace = 33.1916 < 5% Critical Value = 

42.20, when H0 : r = 0  vs. H1: r > 0. C and D in 

Table 3 are Maximum Eigenvalue statistics, and 

the null hypothesisH0 is adopted indicating that 

there is also no cointegration relationship with 

C’s Maximum of 20.8919 < 

5% Critical Value = 23.78 and D’s Maximum = 

21.0570 < 5% Critical Value = 25.54, 

whenH0 : r = 0  vs. H1: r > 0 (Table 3). 

Table 3:Cointegration Test 

Cointegration Rank Test Using Trace - A 

H0: 

Rank

= r 

H1: 

Rank

> 𝑟 

Eigenvalue Trace 

5% 

Critical 

Value 

0 0 0.1183 29.8371 34.56 

1 1 0.0487 8.9472 18.15 

2 2 0.0040 0.6596 3.84 

Cointegration Rank Test Using Trace Under 

Restriction - B 
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H0: 

Rank

= r 

H1: 

Rank

> 𝑟 

Eigenvalue Trace 

5% 

Critical 

Value 

0 0 0.1191 33.1916 42.20 

1 1 0.0489 12.1347 25.47 

2 2 0.0227 3.8162 12.39 

Cointegration Rank Test Using Maximum Eigenvalue - 

C 

H0: 

Rank

= r 

H1: 

Rank

> 𝑟 

Eigenvalue Trace 

5% 

Critical 

Value 

0 0 0.1183 20.8919 23.78 

1 1 0.0487 8.2856 16.87 

2 2 0.0040 0.6596 3.74 

Cointegration Rank Test Using Maximum Eigenvalue 

Under Restriction - D 

H0: 

Rank

= r 

H1: 

Rank

> 𝑟 

Eigenvalue Trace 

5% 

Critical 

Value 

0 0 0.1191 21.0570 25.54 

1 1 0.0489 8.3184 18.96 

2 2 0.0227 3.8162 12.25 

3.4 Parameter Estimation 

Since there is no cointegration relation in the 

result of 3.3, it indicates that the parameter 

estimation using the VAR model is possible. As 

the result of parameter estimation using the 

VAR(1) model, the parameter ϕ12,3  of AR has 

p-value of 0.08198, which is not significant at the 

significance level of 0.05. Otherwise, parameters 

of constants and others are significant (Table 4). 

Table 4:Parameter Estimation 

Equatio

n 
Parameter Estimate Pr > |t| 

Variabl

e 

∇CPI 

CONST1 0.11144 0.0001 1 

AR1_1_1 0.27926 
0.0037

8 
CPI(t-1) 

AR1_1_2 0.00139 
0.0017

7 

KOSDA

Q 

(t-1) 

AR1_1_3 0.00073 
0.0041

8 
ER(t-1) 

∇KOSDAQ 

CONST2 0.92739 
0.0290

4 
1 

AR1_2_1 
-11.0897

3 

0.0142

7 
CPI(t-1) 

AR1_2_2 0.00369 
0.0001

1 

KOSDA

Q 

(t-1) 

AR1_2_3 -0.09032 
0.0819

8 
ER(t-1) 

∇ER 

CONST3 0.71511 0.0032 1 

AR1_3_1 -4.60823 0.0391 CPI(t-1) 

AR1_3_2 -0.15249 0.0421 

KOSDA

Q 

(t-1) 

AR1_3_3 -0.16748 0.0001 ER(t-1) 

 

Parameters in Table 4 were estimated again 

except for parameter ϕ12,3 , but the values of 

SBC and HQC statistics, which are the minimum 

information criteria, did not decrease 

remarkably. Thus, in this study, all parameters 

were included.The estimating equation of the 

prediction model using Table 4 is shown in 

(Equation 12). 

Z t = δ + Φ 1 + Zt−1 + ε t  

 

 

∇CPI1t

∇KOSDAQ2t

∇ER3t

 =  
0.11144
0.92739
0.71511

  

+  
0.27926         0.00139          0.00073
−11.08973    0.00369     − 0.09032
−4.60823  − 0.15249    − 0.16748

  

 

∇CPI1,t−1

∇KOSDAQ2,t−1

∇ER3,t−1

 +  

ε1t

ε2t

ε3t

  

 

 

 

 

(12) 
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3.5 Granger Causality Test 

We performed a modified Wald test in which the 

Chi-square test was performed only for the first p 

coefficients that were optimal time lags. Then, 

after the first differencing with results, Granger 

causality test was performed for each time series 

variable. Since the p-values of the chi-square 

statistic for Test1, Test2, and Test3 are all less 

than the significance level of 0.05, each time 

series variable is identified as having a 

bidirectional linear dependency that is affected 

by the past values of itself and two other time 

series variables, respectively (Table 5) [14-16]. 

Table 5:Granger Causality Test 

Hypothesis Chi-Square 
Pr > 

ChiSq 

Test1 

H10 : ∇CPIt

↚ ∇KOSDAQt , ∇ERt  
17.02 0.0011 

H11 : ∇CPIt

← ∇KOSDAQt , ∇ERt  

Test2 

H20 : ∇KOSDAQt

↚ ∇CPTt , ∇ERt  
43.34 <.0001 

H21 : ∇KOSDAQt

← ∇CPIt , ∇ERt  

Test3 

H30 : ∇ERt

↚ ∇CPIt , ∇KOSDAQt  
10.43 0.0133 

H31 : ∇ERt

← ∇CPIt , ∇KOSDAQt  

 

3.6 Impulse Response Function Analysis 

The impulse response function was used to 

analyze the results of dynamic response of other 

variables over time when one variable in the 

model was impacted (Table 6). This shows how 

much other variables are affected when a 

variable is given an impact with the magnitude of 

the standard deviation of a unit. The graphs of 

this are shown in (Figure 2), (Figure 3), and 

(Figure 4). 

 

 

Table 6:Impulse Response Function Analysis 

Variable 

Response/Impul

se 

La

g 
CPI 

KOSDA

Q 
ER 

CPI 

1 0.27926 0.00139 
0.0007

3 

2 0.05918 0.00028 
-0.0000

4 

3 0.01359 0.00009 
0.0000

2 

4 0.00268 0.00002 
-0.0000

0 

5 0.00059 0.00000 
0.0000

0 

6 0.00011 0.00000 
-0.0000

0 

KOSDAQ 

1 
-11.0897

3 
0.00369 

-0.0903

2 

2 -2.72160 -0.00167 
0.0067

4 

3 -0.77254 -0.00483 
-0.0029

5 

4 -0.14858 -0.00064 
0.0003

7 

5 -0.03605 -0.00027 
-0.0001

1 

6 0.00660 -0.00003 
0.0000

2 

ER 

1 -4.60823 -0.15249 
-0.1674

8 

2 1.17594 0.01855 
0.0384

8 

3 -0.05465 -0.00416 
-0.0072

7 

4 0.06435 0.00102 
0.0015

5 

5 -0.00046 -0.00014 
-0.0003

1 

6 0.00287 0.00005 
0.0000

6 
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(Figure 2) shows the responses when the CPI 

impacts the CPI, the KOSDAQ, and the ER. It 

had a negative effect until time lag 4 and 

disappeared on the KOSDAQ index, and affected 

until time lag 2 and disappeared on the ER. 

 

Figure2: Responses by CPI Impulse 

(Figure 3) shows the responses when the 

KOSDAQ impacts the CPI, the KOSDAQ, and 

the ER. It did not affect the CPI, and negatively 

affected the ER until time lag 1 and disappeared. 

 

Figure3: Responses by KOSDAQ Impulse 

 

(Figure 4) shows the responses when the ER 

impacts the CPI, the KOSDAQ, and the ER. It 

did not affect the CPI, and negatively affected the 

KOSDAQ and the ER until time lag 1 and 

disappeared. 

 

 

Figure4: Responses by ER Impulse 

3.7 Variance Decomposition Analysis of 

Prediction Error 

(Table 7) is the decomposition of the variance of 

the prediction error for the model into the ratio of 

the prediction error caused by the variation of 

each variable, which is the result of analyzing 

how much each variable included in the VAR 

model is explained by other variables. The result 

shows that, after the sixth lead, the CPI has an 

explanatory power of about 97% for itself, but 

other variables have no effect on the CPI. The 

KOSDAQ has an explanatory power of about 

98% for itself, but other variables have no effect 

on the KOSDAQ. The ER does not affect the 

CPI, has an explanatory power of about 12% for 

the KOSDAQ, and about 87% for itself. 

Table 7:The Ratio of Prediction Error 

Covariance by Variables 

Variable Lead CPI KOSDAQ ER 

CPI 

1 1.00000 0.00000 0.00000 

2 0.97498 0.01732 0.00770 

3 0.97381 0.01849 0.00769 

4 0.97372 0.01858 0.00770 

5 0.97372 0.01858 0.00770 

6 0.97372 0.01858 0.00770 

KOSDAQ 

1 0.00502 0.99498 0.00000 

2 0.01203 0.97959 0.00838 

3 0.01251 0.97907 0.00842 
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4 0.01255 0.97902 0.00843 

5 0.01255 0.97902 0.00843 

6 0.01255 0.97902 0.00843 

ER 

1 0.00143 0.12248 0.87609 

2 0.00274 0.12493 0.87609 

3 0.00281 0.12477 0.87242 

4 0.00281 0.12477 0.87242 

5 0.00281 0.12477 0.87242 

6 0.00281 0.12477 0.87242 

 

4. CONCLUSION 

This study used a vector autoregressive model, 

which is one of the vector time series models, to 

analyze the relationship between variables using 

monthly data of CPI, KOSDAQ, and 

Won-Dollar ER. We performed Granger 

causality analysis, cointegration test, impulse 

response function analysis, and variance 

decomposition analysis of prediction error using 

the vector autoregressive model. The main 

results are as follows. 

As the result of Granger causality analysis, since 

the p-values of the chi-square statistic are all less 

than the significance level of 0.05, each time 

series variable is identified as having a 

bidirectional linear dependency that is affected 

by the past values of itself and two other time 

series variables, respectively 

The order of the vector autoregressive model was 

determined to the VAR(1) model by Schwarz 

Bayesian Criterion (SBC) statistic and 

Hannan-Quinn Criterion (HQC). The 

cointegration test using Trace and Maximum 

Eigenvalue statistics showed no cointegration 

relationship. The impulse response function 

analysis showed that the impulse of the CPI 

affected the KOSDAQ index and the ER, the 

impulse of the KOSDAQ affected the ER, and 

the impulse of the ER affected the KOSDAQ and 

the ER itself. As the result of the variance 

decomposition analysis of prediction error, the 

CPI had an explanatory power of about 97% for 

itself and the KOSDAQ index about 98% for 

itself. The ER had an explanatory power of about 

12% for the KOSDAQ index and about 87% for 

the ER itself. 

These results indicate that the CPI, the KOSDAQ 

index, and the ER are influencing each other. 

Therefore, the results of this study are expected 

to provide useful information for the monetary 

policy of government and the Bank of Korea, the 

portfolio policy of the Korea Exchange in charge 

of the securities market and domestic and foreign 

investors, and the government's price stability 

economic policy. 
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