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Abstract: 

Traffic flow prediction is a challenging task in Intelligent Transportation System 

(ITS). Accurate information of traffic flow help travelers to plan their routes wisely. 

It can help in reducing traffic congestion and improves efficiency. A number of 

traffic flow techniques exist but they fail to provide promising results that is because 

of their shallow learning architecture. When we compare these shallow architectures 

to deep learning architectures they are lack of feature learning capability. In this 

paper, we have introduced four deep learning architectures; LSTM,I-LSTM, RNN-

LSTM and CNN-LSTM to predict the flow of traffic. These proposed models are 

applied on real-time traffic data collected from Jaipur, Rajasthan. It includes the 

comparison of all these architectures to find out the best one. 
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I. INTRODUCTION 

Anticipating the traffic stream is an unpredictable 

procedure that is influenced by a few parameters, 

for example, traffic designs, information 

accumulation, applied zones, and so forth the 

rightness of traffic stream expectation can acquire 

preferred position to the smart traffic the 

executives, it can help in improving rush hour 

gridlock productivity and diminishing traffic 

blockage. Fundamentally, stream forecast targets 

assessing the absolute number of vehicles given a 

particular district and a period interim. As 

indicated by Wenhao Huang et every one of the, a 

dependable constant traffic stream expectation 

should bolster: 1) advance continuous course 

direction; 2) authentic traffic control strategist; 3) 

diagnosis of these guidance and control strategist. 

These things can help in saving money and time, 

and also can help in reduction of traffic 

congestion and accidents[15].  

Most of the current researches are focused on this 

area in recent years.Current prediction model 

involves two approaches: parametric and non-

parametric [6, 8]. One of the famous parametric 

techniques is ARIMA (Autoregressive Integrated 

Moving Average)model; it provides perfect 

solution to some time series problems. ARIMA 

was also the first model which introduced to 

predict the traffic flow. This model was working 

on low volume data, but the problem started when 

large volume of data was given to the model [13, 

14]. ARIMA model cannot tackle extreme volume 

of traffic data.Later on many updated versions of 

ARIMA came, like; seasonal ARIMA, ARIMA 

with Fuzzy and few more, but they all failed to 

process large volume of data. This leads to more 

researches on this area [12, 18]. 
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Neural Networks are the second approach 

researchers started working on. The vast majority 

of the NN methodologies are structured with 

single layer. The purpose behind the 

disappointment of NN approach might be the 

ineffective preparing methodology with various 

shrouded layers [5, 10]. For different techniques 

earlier information of specific areas are required, 

they utilize this learning for highlight extraction 

and choice. Finally, they just figure the traffic 

stream of every street independently and ignore 

sharing knowledge among related roads [10]. 

In this paper, we have determined different deep 

architecture which learns features with limited 

prior information. And have made a comparison 

table to find out the best one suitable for traffic 

flow forecasting. We have taken four deep 

learning models;  

1) LSTM (Long Short-Term Memory 

Networks) – it is an RNN architecture 

which is designed to avoid vanishing 

gradient problem. It can use model 

parameters more effectively to train large 

scale prediction models. LSTM model is 

able to predict large scale traffic flow 

predictions. 

2) RNN-LSTM (Recurrent Neural Network) 

–RNN is one of the best model to perform 

time-series data. 

3) CNN-LSTM (Convolution Neural 

Network) – CNN model can learn compact 

yet discriminative feature representation. It 

has powerful learning capabilities.This 

helps in feature extraction and prediction. 

4) I-LSTM – I-LSTM is an upgraded version 

of LSTM algorithm. It can process both 

linear and non-linear datasets where as 

LSTM is able to process only linear data. 

These are the models we are working on. 

 

II.  DEEP LEARNING ARCHITECTURE 

It is very similar to human brain. As a human 

brain understands and consumes knowledge 

the same pattern is applied to a particular 

situation so that‟s where we use Deep 

Learning. In deep learning we are automating 

the entire process which a human brain does. 

We do not focus on visualization or data 

management we focus to put whole things into 

one system that does the entire system on an 

automated basis 3, 4]. Deep learning is 

reinforcement learning methodology. It‟s far 

more advance, far more sophisticated. It is an 

„end-to-end‟ scenario. Deep learning networks 

can learn features that traditional neural 

networks cannot. 

The core of Deep Learning is neuron. Neurons 

are the basic building blocks of a human brain 

[7, 17]. Deep networks have more number of 

neurons which add non-linearity to the data, 

more weighs to adjust, increases accuracy and 

give greater precision output. 

Fig1: Working of Deep Networks 

Thing which makes it different from shallow 

architectures are: 

 More neurons than previous networks. 

 More complex ways of connecting layers. 

 Advancement in computing power. 

 Automatic feature extraction. 
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A. Deep Learning Models 

In this section we will discuss about the deep 

leaning models we are working on. 

a) Long Short-Term Memory Networks 

(LSTM) – 

LSTM is distinctly designed to avoid the long-

term dependency issue. Recalling data for 

extensive stretches of time is basically their 

default conduct. LSTM only stores relevant 

information, one of the best example of this is – 

Chatpot [1, 2]. 

It has following layers; 1) sigmoid; 2) tanh; 3)pre-

sigmoid. Sigmoid&tanh layers help in retaining 

the memory. 

 
Fig2: Structure of LSTM 

 

The best approach to LSTM is cell express, the 

level line experiencing the most astounding 

purpose of the diagram. It is a transport line which 

conveys all the data that is important to the past 

information. LSTM has the limit ro clear and add 

information to the telephone state, carefully 

constrained by structures called portals [19].  

 

Gates are the best way to deal with on the other 

hand let information through. LSTM has three 

portals to verify and control the cell state. 

 

Working Steps of LSTM- 

 

The underlying stage in LSTM is to perceive that 

information which is not required and will be 

disposed of from the cell state. This conclusion is 

made by sigmoid layer called as overlook forget 

gate layer. Considering 𝑕𝑡−1and 𝑥𝑡 , overlook gate 

layer yields a number somewhere in the range of 0 

and 1 for each number in the phone state 𝑐𝑡−1 . 

Here, 1 signifies that the information will be kept 

whereas in case of 0, it will be thrown away. 

The equation will be like- 

 

𝑓𝑡  = 𝜎 (𝑤𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) 

 

Subsequent stage is to choose which data we are 

going to store in the cell state. 

𝑖𝑡  = 𝜎 (𝑤𝑖 . [ℎ𝑡−1 , 𝑥𝑡] = 𝑏𝑖) 

𝑐𝑡  = tanh (𝑤𝑐  . [ℎ𝑡−1 , 𝑥𝑡] = 𝑏𝑐) 

 

In next step, we will modulate these two to create 

an update the state.  Now 𝑐𝑡−1 will be updated to 

𝑐𝑇  .  

 

𝑐𝑇  = 𝑓𝑡  * 𝑐𝑡−1 + 𝑖𝑡  * 𝑐𝑡  

 

Finally, it will run a sigmoid layer which chooses 

what parts of the cell state we are going to yield. 

 

𝑂𝑡  = 𝜎 (𝑤0 . [𝑕𝑡−1 , 𝑥𝑡] +  𝑏0) 

ℎ𝑡  =  𝑂𝑡  * tanh (𝑐𝑇) 

 

These are the working steps of LSTM. 

 

 

b) Recurrent Neural Network with Long 

Short-Term Memory(RNN-LSTM) – 

 

For sequential data the lengthof the input 

sequences can vary from example to example. 

Also in sequence there will be sort and long 

temporal dependencies among the words, thus 

normal deep networks cannot be used for 

sequential data [11, 19]. Thus we need a network 

which can solve the problems we are facing in 

solving time-series data and RNN is the network 

which can process time-series data very 

promisingly. 
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Fig3: Structure of RNN 

 

Basic elements of a recurrent neuron are: 

ℎ
 𝑡 

 = 𝑔ℎ(𝑤𝑖𝑥
 𝑡  + 𝑤𝑅ℎ

 𝑡−1 
 + 𝑏𝑦 ) 

𝑦 𝑡  = 𝑔𝑦  (𝑤𝑦ℎ
 𝑡 

 + 𝑏𝑦 ) 

 

In the above equations: 

𝑤𝑖  = weight for x, it is the generic weight which 

we disclose while running a deep learning model. 

𝑤𝑦  = weight for y. 

𝑤𝑅 = recurrent weight, it is helpful in processing 

the next information. It takes it from the previous 

information and adds it to the next information. 

𝑤𝑅ℎ
 𝑡−1 

 = it indicates the activity at previous 

time stamp. 

Here, ℎ
 𝑡 

 depends on both input 𝑥 𝑡  and a 

recurrent connection with weight𝑤𝑅. 

Recurrent neural network uses backpropagation to 

train the model. And the major drawback of this 

algorithm is „vanishing gradient‟. One more 

drawback of RNN is it cannot store information 

for a long period of time this will affect the 

accuracy of the algorithm. To overcome this 

problem a different architecture called, Long 

Short-Term Memory Networks added to the RNN 

architecture. LSTMs are a distinctive kind of 

RNN, eligible of learning long-term dependencies.  

 

c) Convolutional Neural Network with Long 

Short-Term Memory Networks (CNN-

LSTM) – 

CNN and RNN use same computational 

methodology of ANN, the difference is they use 

some different methods to calculate the data. 

CNN is a kind of feed-forward neural framework 

wherein the accessibility structure between its 

neurons is awakened by the relationship of the 

animal visual cortex [21]. In CNN the neuron in a 

layer might be related with a little region of the 

layer before it, as opposed to all of the neurons in 

a totally related manner. CNN is widely used for 

image recognition and classification problems. 

It has three types of layers: 

- Convolutional Layer 

- ReLU Layer 

- Pooling Layer 

CNN first compresses the data and then looks for 

features by finding rough feature matches. 

1) In convolutional layer, we perform 

convolution of a particular feature which is the 

process of trying every possible position. 

2) In ReLU layer, we remove every negative 

values from the filtered dataset and replace 

them with zero‟s. 

3) In pooling layer, we shrink the dataset into a 

smaller size. 

 

 
Fig4: CNN Architecture. 

 

In the last step one more layer, Fully Connected 

Layer, is added where the actual classification 

happens and gives the final output. 

CNN is best for image classification so to perform 

it on time-series data we have added the LSTM 

model to see how well it works on these types of 

datasets. 

d) I-LSTM: 

I-LSTM is an upgraded version of long short-term 

networks. It can process both linear and non-linear 
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datasets where as LSTM is only process linear 

data. 

 
Fig5: Working of LSTM. 

 

Working steps of I-LSTM will be the same as 

LSTM algorithm the only thing added is a 

Dropout layer which helps in processing both 

linear and non-linear dataset.  

 

 
 

III. EXPERIMENTS AND RESULTS 

In this present study following software‟s were 

used- 

a) Anaconda – it is a free and open-source 

environment for Python and R 

programming languages for machine 

learning applications, data science, 

predictive analytics and large-scale data 

processing. It simplifies package 

management and deployment. In this study 

we have used Anaconda version 3. 

b) Jupyter Notebook –it is a tool within 

anaconda, lots of Deep Learning packages 

are already installed in Jupyter notebook 

so we don‟t need to spend time on 

installation part.  

c) Keras – it is a high-level neural networks 

API, written in python. Keras is preferred 

because it allows easy and fast 

prototyping; supports convolutional and 

recurrent networks; runs seamlessly on 

CPU and GPU. In this study we have used 

Keras 2.2.4 version. 

 

A. Techniques  

In this section methods and techniques used for 

prediction of traffic flow were discussed. 

 

a) Adam Optimizer –from previous findings 

we found Adam Optimizer is the best 

suited method for optimization. Adam is 

an optimization algorithm which helps in 

update network weights iterative based on 

training data. 

 

b) RMSE (Root Mean Square Error) – this is an 

error estimation function, we have used this to 

calculate the loss while training and testing the 

data. At the end, it tells how focused the 

information is around the line of best fit. 

 The formula is: 

 
Where- 

 f = forecasts (expected valued or 

unknown results) 

  o = observed values (known results). 

The bar above the squared differences is 

the mean. 

 

c) Scatterplot Matrices – it shows the linear 

correlation between multiple variables. 

These are good for determining rough 

linear correlations of metadata that contain 

continuous variables. 

 

d) Spearman Rank Correlation –it is a 

nonparametric proportion of rank 

connection it indicates how well the 

connection between two factors can be 

depicted.Spearman‟s returns a value from -
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1 to 1, where the data must be ordinal, 

interval or ratio. 

 

B. Data Description  

We applied the proposed models on the data 

collected by MNIT, Jaipur. The work of counting 

vehicles on particular time intervals was assigned 

by the government to the civil department of 

MNIT College for the purpose of designing 

overpass to diverse the traffic flow in particular 

areas. The dataset we have used in our project was 

collected from the area of Gonar to Jagatpura. The 

data then aggregated into a 1-hour interval. Four 

months data is selected for experiment. Here we 

have only analyzed the data to predict traffic flow. 

 

C. Implementation 

 

a) LSTM – 

The result of experiment is: 

 

Epochs Time Taken Loss 

1 6sec 0.0175 

2 3sec 0.0073 

3 3sec 0.0065 

4 4sec 0.0059 

5 5sec 0.0057 

 

Our model has taken 5sec to count the loss of 

0.0057. 

 

 Difference metrics of actual value and 

comparison value based on working day and 

weekend days.  

 

MONDAY 

Time Actual Value Predicted 

Value 

7-10AM 84 72.229906 

12-3PM 76 81.300301 

5-8PM 96 78.323901 

8-10PM 79 57.411804 

 

SATURDAY 

Time Actual Value Predicted 

Value 

7-10AM 74 69.254698 

12-3PM 68 67.229470 

5-8PM 41 49.001301 

8-10PM 27 35.748743 

 

SUNDAY 

Time Actual Value Predicted 

Value 

7-10AM 35 33.180220 

12-3PM 31 33.327859 

5-8PM 25 31.947026 

8-10PM 17 20.372929 

 

 Scatterplot matrices : 

: 

 
 Comparison graph of Actual values and 

Predicted values: 

 

 
b) RNN-LSTM: 

 

Result: 

Epochs Time Taken Loss 

1 4sec 0.0245 

2 1sec 0.0057 

3 1sec 0.0051 

4 1sec 0.0050 

5 1sec 0.0049 

 

RNN-LSTM took 1sec to count the loss of 0.0049. 
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 Difference metrics of actual value and 

comparison value: 

 

MONDAY 

Time Actual Value Predicted 

Value 

7-10AM 84 63.691153 

12-3PM 76 77.422329 

5-8PM 96 79.513212 

8-10PM 79 64.200752 

 

SATURDAY 

Time Actual Value Predicted 

Value 

7-10AM 74 69.275020 

12-3PM 68 67.610650 

5-8PM 41 62.922964 

8-10PM 27 35.556635 

 

SUNDAY 

Time Actual Value Predicted 

Value 

7-10AM 35 33.780220 

12-3PM 31 33.885040 

5-8PM 25 31.947026 

8-10PM 17 20.709085 

 

 Scatterplot metrics: 

 

 
 Comparison graph of Actual values and 

Predicted values: 

 

 

c) CNN-LSTM 

Result: 

Epochs Time Taken Loss 

1 5sec 0.0517 

2 2sec 0.0283 

3 2sec 0.0246 

4 2sec 0.0246 

5 2sec 0.0263 

 

CNN-LSTM took 2sec to count the loss of 0.0263. 

 

 Difference metrics of actual value and 

comparison value: 

 

MONDAY 

Time Actual Value Predicted 

Value 

7-10AM 84 58.950350 

12-3PM 76 61.823463 

5-8PM 96   60.243929 

8-10PM 79   41.219206 

 

SATURDAY 

Time Actual Value Predicted 

Value 

7-10AM 74 69.254698 

12-3PM 68 67.224470 

5-8PM 41 62.160420 

8-10PM 27 35.556635 

 

SUNDAY 

Time Actual Value Predicted 

Value 

7-10AM 35 33.885040 
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12-3PM 31 33.780220 

5-8PM 25 31.947026 

8-10PM 17 20.372929 

 

 Scatterplot metrics: 

 

 Comparison graph of Actual values and 

Predicted values: 

 
 

d) I-LSTM – 

Results: 

Epochs Time Taken Loss 

1 16sec 0.0258 

2 8sec 0.0121 

3 8sec 0.0092 

4 8sec 0.0079 

5 8sec 0.0070 

 

I-LSTM took 8sec to count the loss of 0.0070. 

 

 Difference metrics of actual value and 

comparison value: 

MONDAY 

Time Actual Value Predicted 

Value 

7-10AM 84 68.971092 

12-3PM 76 89.287811 

5-8PM 96   76.382776 

8-10PM 79   52.052260 

 

SATURDAY 

Time Actual Value Predicted 

Value 

7-10AM 74 69.254698 

12-3PM 68 45.229470 

5-8PM 41 62.160420 

8-10PM 27 35.556635 

 

SUNDAY 

Time Actual Value Predicted 

Value 

7-10AM 35 33.885040 

12-3PM 31 33.780220 

5-8PM 25 31.947026 

8-10PM 17 20.372929 

 

 Scatterplot Metrics: 

 

 
 

 Comparison graph of Actual values and 

Predicted values: 

 
 

Comparison 

of 

Experiment

al Results: 

Models 

MSE RMS

E 

Time

-

Take

n 

Predicte

d Value 

Actua

l 

Value 

LSTM 0.005

7 

7.25 5sec 31.65 28 

RNN-LSTM 0.004

9 

6.76 1sec 30.34 28 

CNN-LSTM 0.026

3 

10.26 2sec 23.69 28 

I-LSTM 0.007

0 

7.89 8sec 32.92 28 
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Here, MSE is the error in training process; RMSE 

is the error in testing process; Time-Taken is the 

time a model took to predict the value and find out 

the loss. 

From the above table we can see that RNN-LSTM 

is the best fitted model for traffic flow prediction. 

 

IV. CONCLUSION 

In this paper we have proposed four Deep 

Learning models to predict the short-term traffic 

flow. The dataset we have applied on this model 

has the time interval of 1-hour. Result shows that 

among all these models RNN-LSTM give 

promising results to predict traffic flow. 

We have proposed a new model „I-LSTM‟ by 

modifying LSTM algorithm. As we know that 

LSTM takes linear-datasets only, it doesn‟t work 

on non-linear datasets. The modified algorithm 

works on both linear and non-linear dataset. 
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