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Abstract: 

Phishing is one of the serious issues looked by digital world and prompts budgetary 

misfortunes for ventures and people. Discovery of phishing assault with high 

precision has consistently been a difficult issue. Phishing site looks fundamentally 

the same as in appearance to its relating genuine site to beguile clients into 

accepting that they are perusing the right site. In this article, we acquaint with 

cosine-similarity centered phishing identification technique which calculates 

cosine-similarity between test vectors and training vectors. A high value of cosine-

similarity indicates more similarity between the two vectors. The proposed 

technique is highly efficient. We test our technique using 100 URLs in testing 

dataset and 300 URLs in training dataset. Experiments show that the proposed 

technique classified the test data with 98.7% accuracy. 
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I. INTRODUCTION 

At present, phishing, a sort of social designing 

assault, is one of most regular assault types 

utilized by digital assailants to draw 

naivecustomers to disclose their 

subtleinformation, for example, client 

certifications or charge card data [15]. As per the 

report generated by phishing removal group, in 

the second quarter the quantity of phishing 

assaults of 2019 overshadowed the number found 

in the seventy five percent previously. The all out 

number of phishing destinations distinguished by 

APWG in April through June 2019 was 182,465. 

This beat the 180,768 found in first quarter of 

2019, and was up remarkably from the 138,328 

found in the final quarter of 2018 [20]. 

Additionally, these assaults have developed after 

some time and become progressively further 

developed as phishers endeavor to make the vibe 

of their phishing site pages and relating URLs as 

comparative as conceivable to target sites while 

using different avoidance strategies to go around 

existing phishing countermeasures. 

Phishing site identification can be done using 

blacklists and whitelists. Web browsers coordinate 

either blacklists or whitelists to shield clients from 

the problem of phishing [14]. The popular search 

engine, Google, gives a blacklist of noxious sites 

that is persistently refreshed. Google Safe 

Browsing APIs can be used by the clients for 

checking URL security. List-based phishing 

identification is fast but their update process is 

very slow. Notwithstanding blacklist and 

whitelist, AI strategies are broadly utilized in 

phishing site recognition. The explanation is that 

malignant URLs or phishing pages have a few 

attributes that can be recognized from authentic 

sites, and AI can be powerful in such manner for 

preparing [13], [18]. Current standard AI 

strategies for phishing site discovery separate 
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factual highlights from the URL and the host or 

concentrate pertinent highlights of the site page, 

for example, the format, CSS, content, and 

afterward characterize these highlights [1], [3]. Be 

that as it may, these techniques just dissect the 

URL or concentrate highlights from a solitary 

point of view, which makes it difficult to extricate 

the total traits of phishing sites. Additionally, 

some preposterous highlights may decrease the 

precision of location. The character arrangement 

of the URL is common, consequently created 

highlight that maintains a strategic distance from 

the subjectivity of artificially chose highlights. 

Moreover, it doesn't need outsider help and any 

earlier information about phishing.  

To discourseabove mentioned issues, we put 

forward a model that groups each URL in the test 

dataset as phishing or genuine. This model uses 

cosine similarity as the measure of evaluating 

similarity between the test URLs and the training 

URLs. It is based upon the idea that any test 

vector is considered as phishing if its average 

cosine similarity becomes less than the threshold 

value [6]. Otherwise, the test vector is considered 

as legitimate. 

While there is a lot of work on phishing 

recognition, our work is novel in the 

accompanying manners: 

1) Used char2vector as a tool for converting each 

phishing URL in the database to its 

corresponding vector form.  

2) Evaluated average cosine-similarity of testing 

dataset with training dataset 

3) Selected an appropriate threshold value for 

classifying testing dataset  

4) Proposed an efficient model for identifying 

phishing URLs 

The rest of the paper is designed in this 

manner: Next section, Section 2, agreements with 

survey based upon a lot of existing methods for 

solving the phishing problems. Section 3 talks 

about the proposed model. Experimentation and 

Results are exhibited in Section 4. At last, Section 

5 accomplishes the paper. 

II. RELATED WORK 

Jain and Gupta [1] proposed a review on 

phishing identification approaches dependent on 

visual similitude. This study gives a superior 

comprehension of phishing site, different 

arrangement, and future extension in phishing 

recognition. Numerous methodologies are talked 

about in this paper for phishing location; anyway 

a large portion of the methodologies still have 

constraints like precision, the countermeasure 

against new phishing sites, neglecting to recognize 

installed objects, etc. These methodologies utilize 

different highlights of a website page to recognize 

phishing assaults, for example, content 

comparability, text style shading, text dimension, 

and pictures present in the site page. Abutair and 

Belghith [2] can efficiently distinguish web 

phishing assaults because of the ceaseless 

alteration and the tinyexistence cycle of fake sites 

by utilizing Case-Based Reasoning Phishing 

Detection System. PhishMon [3] is based upon AI 

structure which is used to distinguish phishing site 

pages and mainly depends upon fifteen novel 

highlights that can be registered without requiring 

outsider administrations, for example, web 

indexes, or WHOIS servers. Further theses 

featuresfocus on various qualities of web 

applications for authenticationfor their hidden web 

frameworks and copying of these highlights  

required to invest more energy and exertion on 

their hidden frameworks and web applications. 

Peng Yang, Guangzhen Zhao, PengZang [4] 

proposed anapproach based upon 

multidimensional component. In the first phase of 

approach, evacuated the URL character gathering 

features that is used for classification based upon 

learningtechnique.This movement need not 

require any help from thirdparty or old data for  

phishing.Henceforth joining the  URL authentic 
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featuresi.e code of page, contect etc.Christopher 

et. al [5] developed a SAFE-PC framework for 

distinguish latest phishing and uses real world 

phishing. Further it removes each message's 

header features and body. Hossin, M. also, 

Sulaiman, M.N [6] efficiently investigated the 

related assessment measurements that are 

explicitly planned as a discriminator for 

improving generative classifier. Prof. Sarikaet. al 

[7] suggested a novel system of figuring cosine 

comparability. The system is approved by 

watching exploratory outcomes which 

demonstrate to be more financially savvy and 

effective. SaharSohangir and Dingding Wang [9] 

portrayed the utilization of cosine closeness, 

which is described by the correlation of 

comparative analysis of two vectors. This 

exploration utilized two methodologies: (1) 

word2vec and (2) Bag-of-Words (BoW) for 

separating every single applicable tweet. PhiDMA 

[17] proposed a Phishing Detection 

frameworkbased upon Multi-layered Approach.  

Proposed framework used whitelist, feature 

extractorprocess of URL, generatorof 

lexicalsignatureand calculate the accessibility 

score that  were  further used to identified 

phishing goals. 

III. THE PROPOSED MODEL 

A. Cosine-Similarity 

Given two vectors p and v and state θ is the 

point between these two vectors, at that point the 

cosine likeness [7], [8], denoted bycos(θ), is 

spoken to utilizing a speck item and extent as 

cosine − similarity = cos θ 

=
p. v

 p  v 
                                                     (1) 

 

B. Description of Proposed Model 

The proposed model is designed to classify 

all URLs as either legitimate or phishing. This 

model is isolated into two stages, specifically, 

Training Phase and Classification Phase[16], [19]. 

Training initiates with the uploading of training 

dataset.Every character present in the URL is 

converted to its ASCII value. This in turn forms a 

vector corresponding to the URL. This process is 

repeated for every URL in the training dataset. All 

the generated vectors are kept in char2vector 

database. Average cosine similarity of each 

training vector with the training dataset 

(avgTraining) is computed. Algorithm 1 describes 

the training phase. 

In classification phase, testing dataset is 

uploaded first. Then every test URL is converted 

to its corresponding vector using char2vector 

conversion. Average cosine similarity of each test 

vector with the training dataset (avgTest) is 

computed. Algorithm 2 describes the 

classification phase. If the absolute value of the 

difference between avgTraining and avgTest 

comes out to be less than the threshold value t, 

than the test vector is declared as phishing. 

Otherwise, the test vector is categorized as 

legitimate. 

Algorithm 1: Training Phase 

1) Upload training dataset. 

2) Generate char2vector for every training 

instance and store all vectors in 

char2vector database. 

//cosine-similarity works on vectors 

3) foreach v in vector 

foreach p in vector 

if (v!=p) calculate cosine similarity for v 

and p     //use equation (1) 

else choose next vector pair 

4) Calculate average cosine similarity of each 

training vector (avgTraining). 

Algorithm 2: Classification Phase 

1) Upload test data. 
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2) Convert each test URL into its 

corresponding vector by using char2vector 

conversion. 

3) Calculate cosine similarity of test vector 

with all training vectors. 

4) Calculate average cosine similarity 

(avgTest) of test vector. 

5) If (abs (avgTest-avgTraining )< t)then 

declare the test URL as phishing;        // t is 

threshold value 

Else the URL is declared as legitimate. 

6) Repeat steps 2-4 for all test vectors. 

 

IV. EXPERIMENT AND RESULTS 

To consider our methodology, we gathered an 

enormous dataset containing 500 real and 500 one 

of a kind phishing URLs from PhishTank. In this 

dataset, authentic pages are webpages of the well-

known sites chosen arbitrarily from the Alexa top 

one million area name list, and phishing pages are 

unmistakable confirmed phishing occurrences 

chosen from PhishTank 12,769 URLs, a network 

driven site for sharing and approving phishing 

URLs [17].  

At first, we chose haphazardly 500 from Alexa 

top one million websites. We at that point rejected 

the websites showed up in malwaredomains.com 

and networksec.orgblacklists. Next, we visited the 

site of the rest of the domains with our web 

scrubber to frame the dataset of real website 

pages. Further, we evacuated pages that contain 

certain expressions demonstrating the webpage is 

under development, not useful, or not supporting 

the search engine utilized by our web scrubber. 

Along these lines, we acquired 100 real webpages. 

Out of 12,769 phishing URLs, we first selected 

300 URLs that were most recent ones. Then, we 

excluded the duplicate URLs and finally selected 

205 phishing URLs. 

A trial was intended to assess the adequacy of 

our proposed technique. It used 205 phishing 

instances and 100 legitimate instances taken from 

PhishTank and Alexarespectively. The proposed 

method was implemented in MATLAB. The 

training dataset contained 305 URLs (205 

phishing and 100 legitimate). The test dataset 

contained 100 URLs (50 legitimate and 50 

phishing). The description of dataset is given in 

Table 1. Figure 1 represents the training and 

phishing instances used in the experiment. Figure 

2 shows the detection results for the experiment 

using three performance measures, namely, 

precision, recall and f-measure [12].Precision is 

utilized to quantify the positive examples that are 

accurately anticipated from the absolute 

anticipated examples in a positive class. Recall is 

utilized to gauge the portion of positive examples 

that are accurately identified. F-measure is 

calculated by finding the harmonic mean between 

precision and recall [10], [16]. Values obtained for 

precision, recall and F-measure are 1, 0.988 and 0 

.994respectively. 

Table 1. Description of dataset 

Dataset Legitimate 

Instances 

Phishing 

Instances 

Training 100 205 

Testing 50 50 

 

 

Figure 1.Training and Testing instances 
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Figure 2. Performance Measures 

V. CONCLUSION 

Distinguishing phishing URLs stays an 

exceptional investigation. Our model predicts 

phishing attacks with a high accuracy. The 

proposed model considers cosine-similarity as the 

measure for comparing similarity between test set 

URLs and training set URLs.The higher the value 

of cosine-similarity, the more will be the degree of 

similarity between two URL vectors. We used 

char2vector as a tool for converting URL to 

vector. It is versatile to different informational 

collection estimates and can adjust proactively. In 

this paper, we collected a training dataset 

having305 URLs out of which 205 are legitimate 

and 100 are phishing URLs. We tested it upon a 

test dataset containing 50 legitimate and 50 

phishing URLs. The values obtained for precision, 

recall and F-measure are1, 0.988 and 0 .994 

respectively. For future scope, we can integrate 

our proposed model with machine learning 

framework. 
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