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Abstract: 

In the recent years, the advancement in the social media and big data leads to the 

development of sentiment analysis and opinion mining. The sentiment analysis is 

the process of data classification based on the Lexicons to define the polarities of 

the words. Many organizations depend on the data analytics for their business 

decision making. This paper presents the extensive survey on the approaches used 

for sentiment analysis and opinion mining. This survey concentrated on research 

issues and challenges faced by the sentiment analysis and opinion mining 

algorithms. 
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I.  INTRODUCTION 

Big Data analytics is one of the emerging fields in 

the recent years due to the development of web 2.0 

and also with the internet advancement [1-3]. The 

users can post any data in the internet without the 

knowledge of programming and also the social 

media is accessible throughout the world with the 

help of the internet from anywhere and anytime.  

Due to the advancements in the field of social media, 

this created opportunities for researchers and 

academicians to continue their research.  More than 

1 billion users are using the social media which are 

posting the unstructured data in seconds. The huge 

volumes of data posted in the social media is 

referred as “big data”. 

 

II.  SENTIMENT ANALYSIS IN SOCIAL MEDIA 

The information is gathered from various social 

media such as twitter, blogs etc.,  Sentiment analysis 

is one of the approaches to classify the data and 

make the opinion of the data. This opinion can be 

utilized by the users based on the requirements. The 

applications of the sentiment analysis are business, 

finance, public auctions and politics. The sentiment 

analysis in the politics will give the idea about the 

position of the politicians. The opinion mining is 

also used for taking the interest of the public 

whenever government introduced policies. The 

classification of the sentiment is the major motive of 

the sentiment analysis. Figure 1 shows the model of 

sentiment analysis. Aspect level, sentence level and 

document level are the three categories used for 

sentiment analysis. Aspect level analysis deals with 

the opinion mining where it considers the different 

aspects of the document. Sentence level analysis 

deals with the analyzing of sentences in the content 

posted by the users and document level analysis 

deals with negative and positive class in the data.  

 

The classifiers for sentiment analysis are broadly 

classified into lexicon based techniques and machine 

learning based techniques. The correct results 

prediction can be obtained using the supervised 

learning compared to the unsupervised and semi 

supervised learning.  The supervised learning 

approaches require the data labeling which is time 

consuming and more expensive process. The semi 

supervised learning uses both labeled data and 

unlabelled data. This method can be used in the pre-

processing mechanism. Lexicon based learning 

methods are used to analyze the sentiment in the 

reviews gathered from different domains 
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Figure 1: Process for Big Data in social Media 

 

a. Data Pre-processing 

The data gathered from different domains contains 

the noise which needs to be normalized before it is 

classified. In [4], the authors explore the usage of 

pre-processing stage in the SVM classifier to find 

the appropriate features. The selection of appropriate 
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Figure 2: Model for Sentiment Analysis 

 

features lead to the improvement in the classification 

mechanism. 

 

The different approaches used for feature selection 

are Feature presence, Feature frequency and Inverse 

document frequency. In [5], the authors accessed the 

effect of repeated letters, urls, lemmatization and 

negation on the classification mechanism. 

 

The data gathered from different domains contains 

the noise which needs to be normalized before it is 

classified. In [4], the authors explore the usage of 

pre-processing stage in the SVM classifier to find 

the appropriate features. 

 

The selection of appropriate features leads to the 

improvement in the classification mechanism.  There 

are different approaches used for feature selection 

are Feature presence, Feature frequency and Inverse 

document frequency. 

 

The data pre-processing contains three steps such as 

normalization, tokenization, and part of speech. The 

lemmatization is a pre-processing technique which is 

more efficient in text classification [6].  Bigrams and 

Unigrams are the other feature selection approach 

used for classification. Unigram is more efficient 

compared to the Bigrams [7]. 

 

b. Sentiment Analysis using Machine learning 

Approaches 

 

The machine learning approaches are used to extract 

the features of data which is used for classification 

of big data. These mechanisms have the ability to 

classify the large volumes of online data and 

automatically classify the information based on their 

domains. Figure 3 shows the classification of 

machine learning approaches.  

 

Supervised learning: Many algorithms in machine 

learning approaches use the supervised learning for 

classification of a data. The data in the supervised 

learning is divided in to two sets. First one is 

labelled data and another one is test data. The 

algorithm is first trained with training data set then it 

will forward to the test data set. The major 

algorithms in the machine learning approaches are 

Decision tree classifiers, Linear Classifiers, Rule 

based classifiers, Support vector machines and Naïve 

Bayes. 
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Unsupervised learning: This algorithm does not use 

the trained set of data or labelled data for 

classification instead it used unlabelled data where 

ever it is not possible to label the data. But, the 

unsupervised learning requires huge volumes of data 

to train the model; otherwise it leads to inconsistent 

results. 

 

Semi supervised learning: These algorithms had the 

benefit of both supervised and unsupervised learning 

and uses both labeled and unlabelled data [17].  

 

These algorithms overcome the drawback of 

unsupervised learning by adding the labeled data to 

the early understanding [18]. 

 

Machine Learning 
Approach
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Probabilistic Classifiers
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Logistic Regression

Neural Networks
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Entropy

Multinomial Naïve 
Bayes

 
 

Figure 3 Classifications of Machine Learning Approaches 

 

c. Sentiment Analysis using the Lexicon approach 

 

Lexicon approach is used to find the sentiment 

lexicons of words which contain score for each 

word; it may either positive, negative or neutral. 

Figure 4 shows the classification of Lexicon 

approaches. 
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Semantic 
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SentiWordNet

WordNet
 

 

Figure 4 Classifications of Lexicon Approaches 

 

III.  DEEP LEARNING APPROACH FOR SENTIMENT 

ANALYSIS 

From the past decade, neural networks have become 

more popular in the natural language processing 

(NLP). The sentiment analysis is one of the areas 

where the NLP is applied. The usage of neural 

networks is extended for solving many machine 

learning problems. The only requirement for the 

neural networks is to define the architecture based 

on the number of hidden layers used, weights at the 

hidden layer, activation function, interconnections, 

threshold value for the data, etc. 

 

The deep learning approaches are used in the neural 

networks when there is good training data with 

enough time for better classification. The deep 

learning is subset of machine learning algorithms 

where it attempts the high level abstraction from the 

submitted data with complex models. Deep learning 

algorithms utilize the deep neural networks to train 

the good represents of the input data to perform the 

particular tasks. 

 

a. Traditional Neural Networks 

Neural Networks plays vital role in the cognitive 

science and machine learning algorithms. The neural 

networks are extensively used in the field of pattern 

recognition and image processing and also they are 

popular in solving the problems of natural language 

processing (NLP). The neural network is applied in 

word embedding and sentiment classifications. 

Figure 5 shows the structure of the fully connected 

neural network. 
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Figure 5: Fully connected Neural Network 

 

b. Word Embedding using deep learning 

 

The deep learning network in the NLP cannot take 

the raw words as input in the classification. The 

network only understands the functions and 

numbers. Therefore, the words need to be converted 

in to vectors or else in to the word embeddings. 

These word embeddings captures the semantics and 

word characteristics it they are explained properly. 

The training of word vectors can be done by loading 

huge volume of raw corpus into the deep network 

and train them by giving the sufficient time. In [13], 

the author proposed the first deep learning model for 

large scale networks to train the network for 

“distributed representation of words”. Figure 7 

explains about the training of network using the raw 

corpus, where it is represented as word sequence. 

The major idea behind this is to relate each word in 

the vocabulary, to represent the probability function 

for word sequence with respect to words feature 

vectors, and to learn the probability function 

parameters along with feature vectors of words. 

 

Based on the user requests, the words may embed in 

any dimension. The higher dimensionality represents 

the capturing of more information; meanwhile it 

incurs more computational cost. Therefore, a trade-

off between the computation cost and high 

dimensionality is required. To help the researchers in 

this regard Google [14]has released the trained data 

set with vectors on the Google News. The Google 

data set contains three million words and phrases 

which are represented in three hundred dimensional 

vectors. The data set can be directly used in the deep 

networks to process any NLP application.  

 

In general NLP uses the windows approach for 

processing the sentences. The windows approach 

follows the tagging mechanism to the words based 

on their neighboring words in the sentences. There a 

fixed size of window is selected and the fixed 

amount of words is loaded in the deep network to 

perform the tagging to the middle words.  The 

padding is done for the starting and ending words in 

the sentences. Figure 9 shows the window based 

approach for deep networks 

 

 
 

Figure 6: Deep learning model for large 

scale data sets 

 

c. Applications of deep learning  

 

There are many machine learning algorithms which 

show good performance to process the NLP 

applications, but still there are some drawbacks 

which deep learning should look after to overcome 

those drawbacks. The major advantages of deep 

learning approaches are: 

 

Features Optimization: The deep learning 

approaches take the input as word embeddings 

instead of features. This word embeddings contains 

the information about the text. The hidden layers in 

the deep learning can learn the features when they 

are at the training phase.  Therefore, the 
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classification techniques of the machine learning 

algorithms are not required for the deep learning 

algorithms.  

 

Good Representation: In the deep leaning 

algorithms, the features are learned by the networks 

at the time of training stage for a specific task, the 

word representation contains the context information 

which is learned from the raw corpus. Therefore, 

there is no need of manual representation of word 

features in the deep learning algorithms. 

 

Adaptability: The sentiment analysis contains task 

variations. The deep learning have the ability to 

adapt the changes in the architectures. 

 

 
 

Figure 7: Window approach for deep network architecture 

 

 

IV.  EVALUATION OF SENTIMENT ANALYSIS 

ALGORITHMS 

The performance of the existing algorithms is 

compared using the precision, recall and F-score. 

Precision is used to retrieve the data that are more 

likely to be relevant and applicable. Recall is the 

process of retrieving the data that are relevant. F-

measure is defined using the Precision and Recall. 

Table 3 shows the comparison of algorithms in 

Sentiment Analysis. 

 
Author Feature 

Selection 

Approac
h 

Concep

t 

Preci

sion 

Reca

ll 

F-

measur

e 

Accuracy 

Zhen et 
al. [8] 

Intrinsic 
domain 

relevanc

e 
And 

Extrinsic 

Domain 
relevanc

e 

Opinio
n 

feature 

0.65 0.61 0.63 - 

Li Cheng 

et al. [9] 

Semi 

Supervis
ed 

learning 

SVM 

Classifi
er 

- - - 0.63 

Jianping 

et al. 

[10] 

Sentime

nt Score 

Rule 

based 

Classif

ier 

0.84 0.30 0.82 - 

Wen et 

al. [11] 

Heteroge

neous 
augment

ation  

SVM 

Classifi
er 

- - - 0.54 

Rui et al 
.[12] 

Data 
Expansio

n 

Naïve 
Bayes 

- - - 0.81 

 

Table 3:Comparison of algorithms in Sentiment 

Analysis 

 

V.  CONCLUSION 

This paper concentrated on extensive survey of 

sentiment analysis and the opinion mining 

algorithms. This paper also discussed about 

sentiment classification algorithm with respective to 

their performance. The domain adaption techniques, 

opinion extraction methods, machine learning 

approaches and Lexicon approaches are discussed. 

Further, the research challenges and issues from the 

conventional algorithms related to sentiment 

analyses are figured out.  
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