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Abstract 

The medical diagnosis had a greater impact in the medical research domain. Accurate 

classification plays a vital role in medical diagnosis. It avoids the complexities and enables 

the treatment stage very effective. This study develops a prominent method that results in 

accurate recognition of the vertebral column pathologies. In our previous work, we 

developed a SPRINT algorithm which is a single classifier. Using single classifier counter 

parts, the possibility of poor selection. To overcome this and enhance the classification 

performance, we propose multiple-classifier techniques with multiple voting model. In this 

paper, we develop an Ensemble classifier for processing classification. The ensemble 

classifier applies to label the vertebral disorder image based on the similarity features. 

Ensemble classifier has a certain set of classifiers each classifier creates its model and 

combines response taken for achieving excellence in classification performance. The 

experimental work on this research is carried out with MATLAB and WEKA tools using 

UCI medical dataset. The performance evaluation based on the obtained results is achieved 

by undergoing several evaluation metrics. The efficiency of classification is measured by 

sensitivity, specificity, F-measure, and accuracy. The obtained result ensures our 

implementation of the ensemble classifier achieves better accuracy in classification and 

classifier speeds compared to others.. 

 

Keywords: Medical diagnosis, classification, Vertebral column pathologies, and ethical 

implications 

 

1. Introduction 

Recently, scientific inventions are exclusively improved 

in the medical domain. The medical diagnostic is known 

as a medical designed test for identifying infections, 

diseases, and conditions.  In the medical diagnostic 

biological samples from human bodies like tissues and 

blood are taken for computing predictions. Most of the 

humans between the ages 35 – 45 are severely affected by 

back pain which results in an inability on doing their 

daily routine [1].  The main reason for this back pain is 

pathologies of the vertebral column. It is considered as 

the second neurological complaint after headaches. In the 

human body vertebral column is an important part that is 

responsible for protection, support, axis, and movements. The 

vertebral column is the series of 33 bones known as vertebrae 

separated by intervertebral discs. It has 24 articulating 

vertebras and 9 fused vertebras. These 33 vertebras are 

separated into five different groups including the cervical 

curve, thoracic curve, thoracic curve lumbar curve and sacral 

curve [2]. The commonly discussed vertebral disorders are 

disc hernia and spondylolisthesis. The pathologies including 

disc hernia and spondylolisthesis affect the stability and 

functionality of vertebral columns. Disc hernia is occurred 

during disc in the vertebral column get forced into the spinal 
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canal results in a pressure on nearby nerves. It causes 

chronic or acute back pain. The spondylolisthesis is the 

slippage of the vertebra. Vertebrae segmentation and 

identification are vital for automatic spine analysis such 

as vertebral fractures [3]. The automatic spine analysis is 

achieved by processing various tomographic scans. In 

which image resolutions may vary, for this a robust 

generic vertebra segmentation algorithm is needed for 

covering different aspects of spines. The extraction does 

not include the visible vertebrae i.e about the section in 

which the spine belongs. This states that vertebra 

segmentation is important which solves instance 

segmentation problems as these instances are unique. The 

most prominent method used by radiologists for 

diagnosing vertebral column pathologies is computerized 

tomography (CT) and magnetic resonance imaging 

(MRI). In earlier days, image retrieval, image registration 

or image reconstruction techniques are popularly known 

methodologies for identifying vertebral column 

pathologies.  Concerning interventional methods, medical 

imaging is essential but requires an expert physician to 

diagnose [4-7]. In addition to medical imaging, several 

computational methods including a computer-aided 

method for herniation diagnosis, Bayesian classifier with 

Gibbs distribution,  k-means for estimating the degree of 

disc space narrowing and effect of the biomechanical 

measures along with orientation variables for detecting 

both normal and pathologic conditions are used [8-10]. In 

the technical era, the evolution of AI (Artificial 

Intelligence) is remarkable in designing machines for 

medical diagnosis. These are intelligent in observing the 

environment and taking decisions more than humans. The 

several AI-based techniques are Artificial Neural 

Network (ANN), Support Vector Machine (SVM), etc. 

ANN helps in learning of hidden pattern from the 

samples. There are two types of ANN such as a feed-

forward neural network (FFNN) and a generalized 

regression neural network (GRNN). Whereas SVM is an 

advanced technique that divides the dataset into classes 

for reducing the generalization error. Our study is 

intended to enhance the diagnosis of Vertebral Column 

Disorders using Ensemble classifiers. For our research, 

we have taken the dataset from UCI for experimental 

purposes and applied it to the MatLab application. This 

paper is organized as follows; section 1 described the 

introduction. In section 2 related works were discussed 

and section 3 with our proposed contribution. Section 4 

explains our proposed methodology and section 5 with 

experimental results. Finally, section 6 describes the 

conclusion part. 

  

2. Literature Survey 

K N Nithya et al [11] investigated the importance of 

improving the medical diagnosis system on vertebral column 

disorders. In this work, the author proposed sprint algorithm 

for enhancing the classification accuracy. The sprint algorithm 

is developed to establish excellence in identifying healthy and 

unhealthy spines. This sprint algorithm works with the 

principle of the decision tree algorithm. The experimental 

result using this sprint algorithm shows effectively in 

comparison to other traditional methods. 

Fabio Galbusera et al [12] discussed artificial intelligence and 

machine learning in spine research. In this research, the 

author's described several techniques that are developed in 

recent days. They showed how AI and ML applications 

influences in localization of vertebrae and discs. In their work, 

they contribute the major ethical issues on using AI 

healthcare, namely, accountability especially on taking a 

decision, data privacy and security. 

EsraMahsereciKarabulut et al [13] contribute their works in 

recognizing accurately the types of vertebral column 

pathologies. For this, they proposed a logistic model tree 

based automation system along with SMOTE Preprocessing. 

The work carried out with two phases, the first phase do 

preprocess of data using Synthetic Minority Over-sampling 

Technique (SMOTE). The second phase is the implementation 

of the Logistic Model Tree (LMT) classifiers. They describe a 

comparative study on vertebral column data with various 

machine learning algorithms. The experimental result based 

on the proposed methods shows better accuracy in identifying 

the vertebral column pathologies types. 

Nikolas Lessmanna et al [14] developed an iterative instance 

segmentation approach for automatic vertebra segmentation 

and identification. The proposed method analyzes the image 

patches, based on the information gathered from image and 

memory the next vertebra is identified. The next vertebra is 

found to next each other which helps follow the vertebral 

column. The network model composite multiple tasks 

including segmentation of a vertebra, regression, and 

prediction with the visible images. The predicted images are 

labeled which results in effective prediction compared to 

others. 

Sana Ansari et al [15] proposed machine learning classifiers 

for diagnosing Vertebral column disorders. The machine 



 

January - February 2020 

ISSN: 0193 - 4120 Page No. 6362 - 6369 

 

 

6364 Published by: The Mattingley Publishing Co., Inc. 

learning classifiers implemented in this work are 

Artificial Neural Network (ANN) and Support Vector 

Machine (SVM). The ANN is a combined approach of 

feed-forward back propagation neural network and 

generalized regression neural network. The dataset 

consisting of MRI images is taken for observation and 

classified into three different classes such as disk hernia, 

spondylolisthesis and normal. The classification results 

obtained and compared, the observation shows the 

excellence of the proposed method than the other 

methods. 

 

3. Our contribution 

Medical diagnosis plays a vital role in identifying the 

actual diseases. It avoids complexities during the 

treatment stages. Initially, based on the human samples an 

expert physician is required to diagnose the diseases. In 

the case of important diagnoses like vertebral column 

disorders the complexity is high and required more time 

as well as human inflection. The evolution of Artificial 

Intelligence (AI) and Machine Learning (ML) paves a 

way for modern diagnosis. The research work consists of 

two phases in the first phase we have implemented the 

SPRINT algorithm [11]. The implementation of the 

SPRINT algorithm to achieve better classification results. 

SPRINT algorithm is a one-way classifier work by the 

principle of decision tree mechanism. The problem of 

using a single-classifier is the possibility of poor 

selections [16]. This can be overcome by using multiple-

classifier techniques. Our work is the extension of  K N 

Nithya et al [11], where the Ensemble classifier is 

implemented to enhance the classification overall 

performance. Our proposed work Ensemble classifier 

consists of multiple-classifier techniques. The detailed 

mechanism of the Ensemble classifier is discussed in the 

upcoming section. The classification results using 

multiple-classifier techniques is more prominent than 

compared to the single-classifier. We use UCI datasets for 

observations and are applied in MatLab, then with the 

WEKA tool. The working mechanism of our proposed 

system is described below. 

 

4. Proposed Works 

4.1 Ensemble classifier & Working Principle 

 Ensemble classifiers is a set of classifiers applied for 

studying target functions. Their predictions are collected 

are used for classifying new samples. By combining 

several models it helps to improve the machine learning 

process. It improvises the generalization performance of 

certain classifiers set on a domain. Ensemble classifier works 

according to the features of similarity and classifies several 

stages. In our proposed work ensemble of classifiers are 

implemented for labeling vertebral disorder image either 

normal or abnormal as per its statistical features. In 

comparison to the individual classifier, the ensemble classifier 

combines a set of classifiers and achieving an enhanced 

classification performance. 

Reason for implementing Ensemble methods; •Similar 

training performances onset of classifiers can exhibit several 

generalization performances  

•The combining of several classifiers outputs would minimize 

the risk of poor selection in performing classifier  

•On processing of a large amount of data a single classifier is 

not efficient to handle  

•For too little data Ensemble systems can be used as 

resampling techniques How prediction with Ensemble 

classifier; 

 •The classifier output which has preeminent performance is 

taken as final output.  

•The final decision is determined by combining the outputs of 

the individual classifiers. 

 •Precise predefined rules are applied for selecting the final 

class label  

•The efficient rule combinations are weighted majority voting, 

the behavior of knowledge space common and Borda count  

•The ensemble size i.e number of classifiers in the ensemble is 

estimated between the classifier speed and classifier accuracy. 

 •Larger ensembles, as well as over-trained classification, take 

more training time for prediction To enhance the prediction 

performance Ensemble learning combines various models 

which have various approaches such as; 

 

Random subspace 

The selection of the subset of features is taken randomly 

before functioning the training algorithms. Next, the models’ 

outputs are chosen from the majority vote. 

 

Bagging (Bootstrap Aggregation) 

As per the random data, a set of models are created. The 

final prediction is taken by combining the model prediction 

using averaging.  

 

Boosting 

 It works according to the averaging/voting of multiple 
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models. These models are weighed and constructed 

according to their performance. In our proposed work we 

implement the majority voting rule through linear 

discriminant with the subspace ensemble. 

 

Subspace discriminant 

 Ensemble Subspace learning techniques play a vital role 

in low-dimension data. It uses a linear discriminant 

analysis (LDA) scheme for dealing with those low-

dimension data. In recent days various works are evolved 

with resampling, weighting and different sub spacing 

techniques. All the works are intended to improve the 

classification performance in the ensemble learning 

[16,17,18,19]. The most popular approach used is the 

random subspace method (RSM) [20]. To construct a 

model random sample of features is used to decrease the 

error rates. The major drawback of RSM is the possibility 

of poor discrimination due to random selection. To 

overcome this drawback majority voting (MV) method is 

implemented. By which ensemble is applied and each 

classifier provides new/ unknown instance. All the 

classifiers provide any new/ unknown instances which are 

collected and the majority vote is done to get the final 

classification result. In our proposed work, we applied 

discriminant learning. It uses the subspaces and classifies 

the fibrosis levels and the normal case respectively. This 

section is considered as an important component of the 

learning algorithm. 

 

 
 

 

Fig-1 proposed architecture 

As per fig1 the dataset is split into multiple datasets and 

creates multiple classifiers respectively. From the original 

dataset, several subsets are created with equal tuples. 

These subsets are the foundation for creating a base 

model. Each model analyzed parallel to form the training set 

and independent of each other. Each model shows its 

characteristic relationship in a tree form resulting in the 

dataset normal or abnormal. The resultant prediction involves 

several evaluation metrics which are discussed in the 

experimental work section. The prediction from all methods is 

collected and analyzed to get the final predictions. The model 

with higher accuracy is taken as final predictions. 

 

5. Experimental Work 

5.1 Dataset 

 In this research, we have taken the dataset from UCI. UCI has 

an enormous amount of medical datasets and data generators. 

UCI is one of the most popular sources for research work, 

especially in the medical domain. The UCI machine learning 

repository is the peculiar source where most of the machine 

learning communities considering their machine learning 

algorithms research works. In earlier, most of the medical 

required diagnostic parameters are provided by UCI which are 

considered to be best for students, educators, and researchers 

[21]. The dataset considers observation consist of 150 

spondylolisthesis disorders, 100 healthy subjects, and 60 disk 

hernia disorders. At each of dataset, there are six attributes 

such as pelvic tilt, pelvic radius, pelvic incidence, sacral slope, 

lumbar lordosis angle and grade of spondylolisthesis. All 

these attributes are classified by the biomechanical feature 

vectors which are the important one of diagnosing vertebral 

column pathologies. 

5.2 Tools 

 In this work, we took two frameworks such as MATLAB and 

WEKA for declaring classification outputs. MATLAB and 

WEKA are open source tools. MATLAB is the commonly 

used desktop environment for performing iterative analysis. It 

consists of programming languages that directly exploit 

matrix and array mathematics. It also facilitates Live Editor 

which enables creating scripts with a combination of code, 

output, and formatted text in an executable notebook. WEKA 

is another commonly used tool by the researchers which 

enables modification as per their needs. WEKA is best for re-

implementing the multiple data mining algorithms. 

 

5.3 Observations  

The performance of our proposed is based on several 

evaluation matrices. In this section, we provide those matrices 

which are applied to the dataset and discussed the obtained 

results. 



 

January - February 2020 

ISSN: 0193 - 4120 Page No. 6362 - 6369 

 

 

6366 Published by: The Mattingley Publishing Co., Inc. 

 5.4 Confusion Matrix  

A confusion matrix is an instant report about the 

prediction results on a classification problem. The 

predictions are of two types such as correct and incorrect 

predictions. In each class, the number of correct and 

incorrect predictions are calculated with the count values 

and broken down. It not only states about the error made 

by a classifier but also states the kind of error thatmade. 

 

 
 

Definition of the Terms  

•Positive (P): Observation is positive  

•Negative (N): Observation is not positive  

•True Positive (TP): Observation is positive, and is 

predicted to be positive. 

 •False Negative (FN): Observation is positive, but is 

predicted negative. 

 •True Negative (TN): Observation is negative, and is 

predicted to be negative. 

 •False Positive (FP): Observation is negative, but is 

predicted positive. 

 
Fig 4: Confusion matrix on the dataset 

 

 
Fig 5: Confusion matrix on the dataset The above images 

3,4& 5 show the implementation of the confusion matrix over 

the dataset. The output results are in the form of a true class 

with normal and abnormal predictions along with prediction 

classes with normal and abnormal predictions. Image 4 

explicit the true positive rate and false-negative rate 

respectively. From which abnormal classes have 90% of true 

positive rate and 10% of the false-negative rate, whereas 

normal classes have 70% of true positive rate and 24% of the 

false-negative rate. Image 5 describes the positive predictive 

value and false discovery rate. From which abnormal classes 

obtain 89% positive predictive value with 11% of false 

discovery rate. In normal classes, the positive predictive value 

is about 78% and the false discovery rate is 22%. 

 

5.5 Recall A recall is expressed as the total number of 

correctly classified positive examples divided by the total 

number of positive examples. They correctly recognized 

example is identified by the high recall values (a small 

number of FN). The recall can be expressed as below; 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
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Fig 6: Recall observation on the dataset 

 

 
Fig 7: Recall observation on the dataset 

The ROC is a receiver operating characteristic curve 

which determines with a graphical plot demonstrating the 

diagnosis ability of the classifier. In fig 6 & 7 the red 

point plotted determines the recall observation on two 

directions resulting at 0.92 respectively.  

 

5.6 Precision 

The precision value is obtained by dividing the total 

number of correctly classified positive examples with the 

total number of predicted positive examples. Herewith 

high precision is denoted by positive is indeed positive (a 

small number of FP). Precision is expressed as below; 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

5.7 F-measure  

F-Measure is calculated by measuring Precision and 

Recall. F-measure applies Harmonic Mean instead of 

Arithmetic Mean as it penalizes the extreme values 

widely. Consider the Precision or Recall, F-Measure will 

always smaller. Evaluation of F-measure is expressed as 

below; 

F-measure = 
2∗𝑅𝑒𝑐𝑎𝑙𝑙 ∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 +𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

 
Fig 8: Prediction model using Ensemble classifier 

 

 
Fig 9: Prediction model using Ensemble classifier 

The fig 8 & 9 show the result obtained using Ensemble 

classifier with MATLAB. Fig 8 is the pictorial representation 

of normal and abnormal model predictions. On which blue 

samples indicate abnormal stage and red samples indicates the 

normal stage. Fig 9 represents numerical accuracy obtained by 

Ensemble classifier with various models such as bagged trees, 

boosted trees, subspace discriminant, and RUS Boosted Trees. 

As per the features, the accuracy achieved by boosted trees is 

80.3%, bagged trees with 85.5%, Subspace discriminant with 

79.0%, Subspace KNN with 76.8% and RUS Boosted trees 

with 81.6% respectively. From which bagged trees achieve 

higher accuracy with 85.5% in comparison to others. The 

same dataset is applied to the WEKA tool. The obtained 

results are tabulated as follows based on TP Rate, FP Rate, 

Precision, Recall, F-Measure, MCC, ROC, and PRC. To 

predict the class whether it’s normal or abnormal. 
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TP 

Rate      

FP 

Rate   

Precisi

on 

Recal

l 

F-

Measu

re     

MCC ROC PRC           Class 

0.88

6         

0.22

0         

0.894          0.88

6         

0.89

0          

0.62

2 

0.92

2 

0.95

3 

Abnor

mal 

0.78

0         

0.11

4         

0.765          0.78

0          

0.77

2         

0.62

2 

0.92

2 

0.86

5 

normal 

0.85

2        

0.18

6         

0.852           0.85

2          

0.85

2          

0.62

2 

0.92

2 

0.92

4 

 

Table 1. classification results 

 

Based on the obtained values Sensitivity, specificity, F-

measure and accuracy are calculated using the expression 

as mentioned above; Accuracy = 95 % Recall or 

specificity = 91% Sensitivity or Precision = 96 % F-

measure = 91 % In our phase 1 work using the SPRINT 

algorithm, we achieve the classification performance of 

about 91%. Where the SPRINT algorithm is a single way 

classifier. To improvise the performance, we developed 

Ensemble classifier and predict the classification by 

calculating Sensitivity, specificity, and accuracy with 

multiple classifiers. In comparison with our Phase 1 

work, Phase 2 shows excellence in classification on 

various attributes which makes predictions accurate and 

efficient. 

 

6.Conclusion 

This study analyzes the importance of medical diagnosis, 

especially in Vertebral column pathologies. Accurate 

classification and identification are more important in 

diagnosis. There are several approaches were evolved 

especially in the spine research field. We continued our 

Phase2 work in this study. Initially, in phase 1 we 

developed the SPRINT algorithm a single-classifier for 

classification. To avoid the possibility of poor selection, 

in the phase2 work we develop Ensemble classifier. It is 

multiple-classifier techniques that do the classification 

process according to the similarity features. On Ensemble 

classifier multiple models are developed and by multiple 

voting best classifier is taken for performance. The 

classifier with higher performance is evaluated using 

several evaluation matrices.  Experimental results are 

carried out with UCI datasets on MATLAB and WEKA. 

Obtained results are discussed from which implementing 

of ensemble classifier states higher performance in both 

accuracy and speed of the classifier. 
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