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Abstract: 
The Intensive Care Units (ICU) are costly units in hospitals catered to a small 

group of critically ill patients who are monitored round-the-clock, and cost as 

much as six times that of normal wards. Shortage of beds is a prevalent issue 

in many countries, including Singapore. This problem is worsened by the 

aging population which has led to rising healthcare demands and costs. It is a 

serious problem as there may be delays in care due to the lack of beds. 

Reducing patients’ length of stay (LOS), especially for the ICU, is one of the 

key priorities for hospitals in a bid to save cost and manage hospital resources 

more efficiently. One way to do this is to identify patients that are at risk of 

having prolonged hospital stay at 

the start of their hospitalisation. Accurate identification of such patients allow 

early planning of treatment and provision of more intensive care to speed up 

their recovery. As a result, these patients may be discharged earlier, hence 

reaping cost saving benefits to hospitals and mitigate the bed shortage 

problem. This project is focused on Type 2 Diabetes Mellitus, which is 

recognised as a global epidemic due to increasing prevalence and the 

potentially serious complications resulting from this disease. This project first 

identifies risk factors for prolonged ICU LOS for patients with Type 2 

Diabetes Mellitus, and then makes use of these factors to develop an accurate 

machine learning model to identify these patients. Finally, incentives to 

reduce LOS is explored, and hospital cost savings, specifically for Singapore, 

is calculated from reducing LOS in ICUs. 

 

Keywords: Machine Learning, Type 2 Diabetes, Prolonged Length of Stay, 

Intensive Care Unit, High Risk Patients, Cost Savings, Logistic Regression, 

Random Forests, Predictor Variables. 

 

 

 

1. INTRODUCTION 

1.1 PROJECT BACKGROUND 

Type 2 Diabetes Mellitus is a chronic 

metabolic disorder in which the body is unable 

to respond to the insulin produced by the 

pancreas, leading to persistently high blood 

sugar levels. The rapid increase in the 

prevalence of Type 2 diabetes has led to it 

being recognized as a global epidemic, with 

obesity, poor diet, physical inactivity, 

smoking, alcohol use being a few of the most 

important drivers [1,2]. The American 

Diabetes Association (ADA) estimated that the 

total costs of diabetes increased 26% from 

2012 to $327 million in 2017, mostly 

contributed by the high medical expenditures 

[3]. These include hospital inpatient care, 

prescription medications, anti-diabetic agents 

and physician visits.  

 

Chronic complications of Type 2 

Diabetes Mellitus include cardiovascular 

diseases, stroke, eye diseases, kidney diseases, 

neurological disorders and foot problems. 
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Acute conditions include diabetic ketoacidosis 

and hyperosmolar hyperglycaemic state, which 

are both life-threatening [4]. As a result of the 

serious complications that results from 

diabetes, patients with diabetes are more than 

twice as likely to be admitted to the hospital 

and are more likely to have prolonged stay as 

compared to the general population [5]. Older 

diabetic patients generally require even more 

care due to the increased risk and severity of 

acute and chronic complications [6]. These 

patients also face higher mortality rates [7].  

 

Since complications resulting from 

type 2 diabetes can be potentially life-

threatening, some patients may be transferred 

to the intensive care unit (ICU) which provides 

intensive care and supervision. Patients can be 

admitted to the ICU directly from the 

emergency room, their wards if their condition 

rapidly deteriorates, or after a surgery which 

requires intensive post-operative care. 

Typically, patients stay for approximately 1 to 

3 days in the ICU. However, there is a small 

percentage of patients who stay way beyond 

the usual length of stay (LOS) and are 

categorised as patients with prolonged stay. 

These patients have a significant impact on 

ICU bed utilisation and ICU costs as they 

require a disproportionate amount of ICU 

resources [8,9]. This poses a concern for 

hospitals since the ICUs cost as much as six 

times that of regular wards and account for 8% 

to 30% of the hospital expenditures [10,11]. 

 

Furthermore, having a significant 

proportion of prolonged stay patients in the 

ICU means that there are less beds available 

for new admissions. This may mean that 

patients with severe or life-threatening 

conditions may not be able to get the 

immediate care that they need due to the lack 

of ICU beds and resources. Hence, there is a 

strong need for hospitals to find ways to 

reduce the LOS of patients with prolonged 

stay. The early identification of patients that 

require prolonged stay can enhance the 

planning and management of hospital and ICU 

resources. At the same time, it allows for these 

high-risk patients to be targeted for more 

intensive management of the disease to 

prevent or delay complications, hence 

speeding up their recovery [12]. This may 

allow hospitals to save a significant part of 

their budget, thus allowing them to channel the 

budget to other areas like Research and 

Development. 

 

1.2 PROJECT OBJECTIVE 

 

The objectives of this project are: 

1. To identify factors associated with 

prolonged ICU stay for diabetic 

patients for early intervention and 

better patient care 

2. To compare the characteristics of 

patients with prolonged and normal 

stay 

3. To build prediction models using 

machine learning techniques to 

identify patients 

4. with prolonged stay to compare the 

performance between several data 

mining models and select the one with 

the best performance. The main 

models used are naïve Bayes 

classification, logistic and penalised 

logistic regression, decision trees and 

random forest. 

5. To calculate cost savings for reduced 

length of stay to help hospitals achieve 

greater economic efficiency. 

 

2. Study of Related Papers 

Many research papers have predicted the 

length of stay (LOS) for patients admitted to 

the hospital, but only a few identified patients 

with prolonged stay. Noticeably, there were 

only a few papers that focused on the risk 

factors associated with prolonged stay for 

diabetic patients but none assessed and 

compared the performance of different 

machine learning algorithms. Furthermore, 

there is no uniform definition of what 

constitutes a prolonged stay [13]. Several 

methods to identify patients with prolonged 

LOS were recognised and evaluated as 

follows: 

 

1. A simplistic method is to use the 

empirical rule,where a prolonged LOS 

will be defined as a LOS that is more 

than 2 standard deviations above the 

mean LOS [14,15]. However, this 
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method is undesirable as ICU LOS 

does not follow normal    distribution 

as it is heavily right skewed. 

2. Designating a specific proportion of 

patients as those with prolonged stay 

was also used in some papers (eg. 25% 

with the prolonged stay) [16,17,18]. 

3. Some papers define prolonged LOS by 

designating a specific duration >7 

days    [19,20], ≥ 10 days [16], ≥ 14 

days [21], ≥ 21 days [18] or ≥ 30 days 

[22]. 

4. Another method is to visually examine 

the LOS frequency distribution and 

identify a threshold for the “tail” of 

the distribution. Any LOS above that 

hreshold is considered prolonged 

LOS. 

Despite differences in the definition of a 

prolonged stay, studies have repeatedly shown 

that a small percentage of patients with 

lengthy stay account for a disproportionate 

amount of resource use and cost [9, 19]. Hence 

early identification of patients with prolonged 

stay allows for targeted treatment which may 

reduce their stay, thus improving ICU 

efficiency. 

 

The review of related literature served to 

extract useful and appropriate variables for this 

project. These papers included patient 

characteristics, presence of complications and 

laboratory test results as variables. A summary 

of the predictor variables in the papers 

reviewed are recorded in the Table 1. 

 

Table 1: Common Predictor Variables in Related Papers 

Category  Variables  

  Patient 

Information  

Age, gender, smoking status, body mass index (BMI),  

alcohol consumption, insulin use, admission type  

Presence of 

Chronic 

Conditions  

Hypertension, diabetic retinopathy (eye disease), diabetic nephropathy 

(kidney disease), Diabetic Neuropathy (Nerve damage), heart diseases, 

hyperlipidaemia (high lipid levels), foot diseases, stroke  

Laboratory Test 

Results  

Blood glucose level, haemoglobin A1c level, glomerular filtration rate, 

serum potassium, serum sodium, serum chlorine, serum creatinine, albumin, 

blood urea nitrogen (BUN) level 

 

The papers analysed also used different 

machine learning methods for prediction. The 

most common method used is the logistic 

regression. As there has yet to be any study 

done that identifies patients that are at risk of 

having prolonged stays and at the same time 

compare between different prediction models 

for the best performance, this project seeks to 

stand out by achieving both. 

 

3. Methodology for Data Preparation 

Data was obtained from the MIMIC-III 

(Medical Information Mart for Intensive Care 

III) Critical Care Database, a large database 

comprising of anonymized health-related data 

associated with patients who stayed in the 

ICUs at the Beth Israel Deaconess Medical 

Centre in Boston, Massachusetts, USA 

between 1 June 2001 and 10 October 2012 

[23].  The database includes information such 

as patients’ demographics, vital signs 

measurements, laboratory test results, 

procedures, medications, mortality and length 

of stay. 

 

3.1 Derivation of Length of Stay Definition 

There are 26 csv files in the MIMIC-III 

database. After careful consideration, the 

following 7 files are used in this project and a 

short description of the files is provided in 

Table 4. The full dataset includes 55323 

hospital admissions across 44091 patients. In 

the 55323 hospital admissions, there are 58873 

ICU admissions. This is possible because in 

each hospital admission, there may be more 

than one ICU admission. 

 

There is a total of 20 ICD-9 codes that are 

Type 2 Diabetes coded. Only primary Type 2 

Diabetes is included in this project as the 
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inclusion of secondary diabetes, defined as 

diabetes acquired as a consequence of other 

medical conditions, may not lead to accurate 

predictions. Table 5 shows the ICD-9 codes 

and frequency and description of each 

diagnosis. There is a total of 12225 hospital 

admissions and 13153 ICU admissions across 

9444 Type 2 Diabetes patients. 

 

ICU (length of stay) LOS is defined as the 

total number of fractional days that a patient 

stayed in the ICU for each hospital admission. 

Since there are patients who were admitted to 

the ICU multiple times throughout a single 

hospital admission, the LOS for each ICU 

admission is summed up to make up the ICU 

LOS for a single hospital admission. 

 

The mean and median ICU LOS are 2.3 and 

4.5 days respectively, hence extremely right 

skewed. This observation is consistent with the 

nature of hospital LOS stated in various 

literature [14,15,24] . A review of the ICU 

LOS frequency distribution showed that the 

“tail”. began at about 7 days (Figure 1). 

Hence, a stay of seven days or longer is 

chosen as the threshold for prolonged stay. 

This threshold is reasonable as it demonstrated 

enough time to reflect any complications and 

the response to treatment if required [9]. 

Furthermore, an ICU LOS of seven or more 

days represents the 84th percentile, which is 

an appropriate LOS for a prolonged stay. 

Admissions with prolonged stay also took up 

54% of the total ICU LOS across all Type 2 

diabetes admissions, a significant percentage 

considering the proportion of prolonged stay 

patients was only about 16%. There is hence 

an incentive to reduce the length of stay of 

these prolonged stay patients. Admissions with 

a LOS more than seven days will be coded as 

longstay, while a LOS less than that will be 

coded as normal. 

 

3.2 Class Imbalance Problem 

It is worthwhile to note that there is class 

imbalance between normal and longstay, 

which happens when the class distributions are 

highly imbalanced. The normal class makes up 

84% of all admissions, while the prolonged 

class only makes up 16%. (Figure 1) 

Predictions will be dominated by data from the 

majority class normal and there will be a high 

probability of misclassification of the minority 

class longstay compared to the majority class 

normal. In view of the class imbalance 

problem, there are methods employed to 

overcome it and they are explained in Section 

3.6 

 

3.3 Prior Variable Selection 

After analysing the potential variables from 

related literature, the common variables 

illustrated in Table 2 were extracted from the 

MIMIC-III database. As laboratory test results 

are longitudinal with multiple measurements 

for each patient, the first measurement for each 

of the variables for each admission is taken 

and used as a potential predictor variable 

 

General patient information included age, 

gender, insurance type, body mass index 

(BMI), smoking status, hospital admission 

type, insulin use, presence of uncontrolled 

diabetes. There is a strong association between 

age and prevalence of diabetes. Middle-aged 

and older adults have the highest risk of 

developing type 2 diabetes [27]. The 

categorical variable age comprises of 5 age 

groups: 54 and below, 55 – 64, 65 – 74, 75 – 

84 and 85 and above. 

Body Mass Index (BMI) is measured by the 

ratio of height and the square of weight. A 

BMI of 25 and below is considered within a 

normal range, a BMI that is between 25 and 30 

is considered overweight, and a BMI of 30 and 

above is considered obese. People who are 

obese are at greater risk of developing diabetes 

[34]. A patient’s BMI is represented as the 

categorical variable BMI. 

 

Smoking is a known to increase insulin 

resistance and is major risk factor for diabetes 

[35]. Smokers are reported to be 30–40% more 

likely to develop type 2 diabetes than non- 

smokers [31]. Smoking is indicated by the 

dummy variable smoking. 

 

There are 3 types of hospital admissions: 

emergency, urgent and elective. Emergency 

cases refer to life-threatening conditions that 

require immediate care, while urgent 

admission refers to non-emergency cases but 

still requiring medical care (e.g. fractures). 
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Elective admission can be in the form of direct 

admission from the clinic, planned admission 

for an elective surgery, or transfer from 

another hospital or health institution.  The 

categorical variable admission type is used to 

indicate the type of hospital admission. 

Diabetic patients may require the use of 

insulin to control their blood glucose levels. 

Patients that use insulin in this dataset are all 

on long-term current use (before admission). 

The dummy variable insulin is used to indicate 

insulin use. 

 

Uncontrolled diabetes occurs when diabetic 

patients do not manage their condition well, 

leading to dangerously high levels of blood 

glucose. Patients with uncontrolled diabetes 

have an even higher risk of complications 

including kidney, heart and eye problems, and 

in serious cases even lead to a life-threatening 

condition called diabetic ketoacidosis [32]. 

The dummy variable uncontrolled is used to 

indicate the presence of uncontrolled diabetes. 

 

3.4 Presence of Chronic Conditions 

The papers reviewed in Section 1.3 included 

complications due to diabetes. It is worthwhile 

to extract some of these chronic conditions or 

complications from the MIMIC-III dataset for 

diabetic patients. These conditions are: 

hypertension, hyperlipidemia, heart disease, 

foot disease, stroke, kidney disease, diabetic 

neuropathy and diabetic retinopathy. 

 

Hypertension (high blood pressure), is defined 

as having a blood pressure of more than 

140/90 millimetres of mercury (mmHg) and is 

common in people with diabetes [33]. 

Presence of hypertension is indicated by the 

dummy variable hypertension. 

Hyperlipidemia (high lipid levels) are also 

common in people with diabetes and is largely 

caused by unhealthy   diet   and   sedentary   

lifestyles [34]. Presence of  Hyperlipidemia is 

indicated by the dummy variable lipid. 

 

Diabetes is strongly associated with heart 

diseases. The prevalence of heart disease is 

reported to be as high as 65% in patients in 

diabetes and is a major cause of death for 

diabetic patients [35,36]. Presence of heart 

disease is indicated by the dummy variable 

heart. 

 

Foot problems are common amongst diabetic 

patients. The most common ones include 

gangrene, corns and callosities, hammertoe, 

bunion, foot and toe infections, foot ulcers, 

plantar wart, foot and toe blisters [37]. Patients 

with the presence of any of these foot 

problems was considered as having foot 

disease indicated by the dummy variable foot.  

 

A stroke occurs when a blood vessel supplying 

the brain with oxygen becomes damaged or 

blocked off [38]. Diabetes greatly increases 

the risk of stroke by 1.5 times. The presence of 

kidney disease was indicated by the dummy 

variable stroke. 

 

Kidney disease are commonly amongst 

diabetic patients. High blood glucose also 

damages blood vessels in the kidneys [39]. 

When the kidneys become impaired, they are 

unable to excrete waste materials and water 

out of the blood as well as before. The 

presence of kidney disease was indicated by 

the dummy variable kidney. 

 

Diabetic Neuropathy is a type of nerve damage 

resulting from high blood glucose levels, 

causing pain in diabetic patients living with 

this condition [40]. The presence of diabetic 

neuropathy was indicated by the dummy 

variable neuropathy.  

 

Diabetic retinopathy is one of the most 

common complications of diabetes. People 

with this condition have damaged blood 

vessels in their retina, causing blurred vision 

and even blindness [41]. Presence of diabetic 

retinopathy is indicated by the dummy 

variable retinopathy. 

 

3.5 Laboratory Data Preparation 

There are several laboratory test results that 

were extracted from the MIMIC-III database 

as potential variables. These variables are: 

blood glucose level, hemoglobin A1C test, 

serum sodium, serum potassium, serum 

chloride and blood urea nitrogen (BUN) level.  
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The normal blood glucose level for diabetic 

patients is between 80 to 130 milligrams per 

decilitre (mg/dL) [42]. Blood glucose levels 

beyond that are considered high. The first 

blood glucose reading taken in each admission 

was used as the predictor variable glucose. 

 

Hemoglobin A1C test measures the average 

blood sugar for the past 3 months. The normal 

range for HA1C level is between 4% and 5.7% 

[43]. The higher the HA1C level, the higher 

the risk of developing complications 

associated with diabetes.  

 

The normal serum sodium level is between 

135 to 145 milliequivalents per liter (mEq/L) 

[44]. Blood sodium levels below that are 

considered low. Decreased serum sodium 

levels are occasionally observed in patients 

with diabetes mellitus, especially those with 

kidney problems [45]. The first serum sodium 

reading taken in each admission was used as 

the predictor variable sodium. 

 

Serum potassium, serum chloride and Blood 

Urea Nitrogen (BUN) are indicators of renal 

health. The normal values for these laboratory 

test results are 3.5 to 5.0 mEq/L [46], 97 to 

107 mEq/L [47], and 7 to 20 mg/dL [48] 

respectively. One of the complications caused 

by diabetes is kidney disease. Patients with 

kidney diseases have diminished kidney 

capacity to excrete these electrolytes and waste 

products into urine. In such cases, these 

patients will have high levels of these products 

in the blood. The first readings for serum 

potassium, serum chloride, serum creatinine 

and BUN are taken in each admission is used 

as the predictor variables potassium, chloride, 

and BUN respectively. 

 

3.6 Data Exploration  

Before relationships between variables are 

analysed, distribution and patterns of 

individual variables should first be examined. 

Figure 1 shows the distribution of laboratory 

test results. The severe and moderate 

categories made up the majority for each of the 

laboratory test results. 

 

 
 

Figure 1: Distribution of laboratory test 

results 

 

The majority of admissions are emergency 

cases (84.6%), while only a very small 

percentage of admissions belong to urgent 

cases (2.4%).  

 

There was an imbalance in category levels. For 

example, Self-pay and Government constitute 

less than 2% of the total observations. These 

infrequent levels are unnecessary since they 

only make up a very small percentage, hence it 

makes sense to combine them to reduce the 

number of levels so that the variable will be 

more balanced. After combining levels, for 

example, Insurance was reduced from 5 to 2 

levels. 

 

The biggest age group was the 65 to 74 group, 

comprising of 27.8% of the total admissions. 

The total percentage of elderly patients (65 

and above) adds up to 61.9%. This is 

consistent with the trend of increased risk of 

diabetes for older people. Older people also 

have higher risks of developing acute and 

chronic complications of diabetes and 

requiring hospitalisation [25]. 

 

Bivariate analysis was used to explore the 

relationship between two variables and 

understand the association or differences 

between variables. In the context of this 

project, it is of interest to analyse the 

relationship between predictor variables and 

outcome. (longstay or normal) 
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Stacked column charts were used to show the 

difference in the laboratory test variables 

between longstay and normal groups. (Figures 

7 and 8) It was evident that the percentage of 

severe measurements for all laboratory test 

variables was higher for longstay compared to 

normal stay.  This was not surprising as 

patients with longstay can be presumed to 

have more serious conditions than patients 

with normal stay 

 
 

Figure 2: Stacked laboratory test results 

(longstay) 

 

 
 

Figure 3: Stacked laboratory test results 

(Normal) 

 

It is also interesting to compare the presence 

of chronic conditions between longstay and 

normal using stacked column charts. Figures 9 

and 10 show that generally, conditions like 

hypertension, heart disease (heart) and kidney 

disease (kidney) are common for both longstay 

and normal stay. For longstay, there is a higher 

percentage of patients with heart disease 

(heart), kidney disease (kidney) and diabetic 

retinopathy (retinopathy) than that for normal. 

In fact, there is a much higher percentage of 

retinopathy for longstay (43%) than normal 

(12%). 

 

For patient information variables, there is 

generally no significant difference between 

that of longstay and normal stay, especially for 

the variables insurance, gender, smoking, 

insulin use, and uncontrolled. According to the 

pie charts in Figure 11, only admission type 

and BMI seem to show some differences 

between longstay and normal. It is interesting 

to note that longstay admissions have a higher 

proportion of patients who were admitted via 

an emergency. There is also a higher 

percentage of patients that are obese. 

 

3.7 Variable Selection 

Since the subset of initial predictors is very 

large, there is a need to remove insignificant 

variables and only keep the important ones to 

reduce noise in the data. The Pearson’s chi- 

squared test was performed on all potential 

variables and those that are independent of the 

outcome (p-value < 0.05) were removed. 

 

Variables that are independent of the outcome 

variable are: gender (p-value 0.2835), 

insurance (p-value 0.7061), smoking status (p-

value 0.07544), insulin use (p-value 0.1521), 

uncontrolled (p- value 0.8591). This result is 

not surprising as there was not much 

difference in these variables between longstay 

and normal stay. These variables are hence 

removed. 

 

For the remaining variables, the reported p-

values are generally very small, indicating 

significant differences in each variable 

between longstay and normal stay groups. 

 

3.8 Checking for Multi-collinearity 

There may be the issue of multi-collinearity, in 

which predictor variables are strongly 

correlated to one another. Variables that show 

high degree of multi-collinearity provide little 

unique information in the model, leading to 

unstable estimates with inflated standard errors 



 

January - February 2020 
ISSN: 0193 - 4120 Page No. 6143 - 6163 

 
 

6150 
 

Published by: The Mattingley Publishing Co., Inc. 

of the coefficients [49]. The coefficients of 

correlated variables in the model are highly 

sensitive to slight changes in the data set, 

leading to some variables potentially being 

statistically insignificant when they should be 

significant. Hence, multi-collinearity affects 

the importance of predictor variables, which is 

crucial in this project. Furthermore, some data 

mining algorithms like logistic regression and 

Naïve Bayes classification require the data to 

have little or no multi-collinearity. Therefore, 

it is crucial to check the data for the presence 

of multi-collinearity and remove variables that 

are high correlated. 

 

The generalised variance inflation factor 

(GVIF) is computed for all predictor variables. 

As a rule of thumb, a GVIF value above 5 

suggests that there is high correlation between 

two predictor variables. After checking 

through the GVIF values, it can be said that 

there is no presence of multi-collinearity in the 

data. There are a total of 16 predictor variables 

for predicting length of stay. 

 

4. Predictive ModellingTechniques 

Two different methods were used in the 

prediction of prolonged ICU stay: Logistic 

regression, random forest, and decision trees. 

The data is split randomly into training and 

test sets: 70% for training (n=8557) and 30% 

for testing (n=3668). The model is first trained 

on the training set, before being tested on the 

test set. 

 

The performance of the different models is 

analysed using the confusion matrix which is a 

table to summarise the prediction results. The 

number of correct and incorrect predictions are 

summarized with count values and broken 

down by each class. (Figure 12) True positive 

(TP) is the outcome where the model correctly 

predicts the positive class (longstay). True 

negative (TN) is the outcome where the model 

correctly predicts the negative class (normal). 

False positive (FP), also known as Type 1 

error, is the outcome where the model 

incorrectly predicts the positive class 

(longstay). False negative (FN), also known as 

Type 2 error, is the outcome where the model 

incorrectly predicts the negative class 

(normal). 

 
Figure 4: Confusion matrix 

 

The performance of the machine learning 

models was compared using four evaluation 

metrics: overall accuracy, sensitivity, 

specificity and Area Under Curve (AUC). 

Overall accuracy is the ratio of correctly 

predicted classes to the total classes predicted. 

It is calculated using the following formula: 

 
 

Sensitivity is the proportion of actual positives 

that are corrected identified, which in this case 

represents the proportion of longstay 

admissions that are correctly identified as 

longstay. It is calculated using the following 

formula: 

 

 
 

Specificity is the proportion of actual 

negatives that are correctly identified, which in 

this case represents the proportion of normal 

admissions that are correctly identified as 

normal. It is calculated using the following 

formula: 

 

 
 

In this project, sensitivity is of more concern 

than specificity since one of the goals is to 

identify prolonged stay patients. Hence it 

makes sense to focus on improving the 

sensitivity more than specificity. 
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The Area Under Curve (AUC) measures the 

degree of separability between classes. It tells 

how well the model is capable of 

distinguishing between classes (longstay and 

normal). The higher the AUC, the better the 

model is at predicting the classes. The AUC 

arises from the area under the receiving 

operating characteristic (ROC) curve, which is 

a curve that illustrates the trade-off between 

sensitivity and specificity at different 

thresholds. 

 

4.1.2  Overcoming Class Imbalance 

As mentioned in Section 2.2.2, there is class 

imbalance present in the data, particularly in 

the outcome variable longstay. This poses a 

problem because the models will likely 

perform very poorly in terms of sensitivity 

(proportion of longstay admissions that are 

correctly identified as longstay) since 

predictions are dominated by contribution 

from the normal class. Since the aim is to 

predict the minority class longstay, it is crucial 

to increase the sensitivity to make the 

predictions meaningful. 

 

There are many methods to overcome class 

imbalance, but the project will focus on four 

methods: up-sampling, down-sampling, 

Random Over-Sampling Examples (ROSE) 

and Synthetic Minority Oversampling 

Technique (SMOTE). All four methods 

involve the sampling of observations, allowing 

the classes to be more balanced. The best 

sampling method is used in the final model in 

each of the four algorithms. 

 

4.2 Methodology 

4.2.1 Logistic Regression Technique 

Logistic regression uses the logistic function 

to return probability values based on predictor 

variables. The logistic function in this context 

is given by the equation. 

 

𝑝 =
1

1 + 𝑒−(𝛽0+𝛽1𝑋1+⋯+𝛽𝑛𝑋𝑛 )
 

Where: 

 

 p is the probability of an admission 

being           

                  longstay 

 β_0 is the intercept of the regression 

line  

 β_1…β_n are the fit parameters   

 X_1…〖 X〗_1 are the predictor 

variables.  

The estimated probabilities can be mapped to 

two or more discrete classes by setting a 

threshold value, usually at 0.5. Probabilities 

above that will be classified as class longstay, 

and class normal otherwise. 

 

p≥0.5,class=longstay 

p<0.5,class=normal 

 

Interpretation of Logistic Regression Model 

The inverse of the logistic function gives the 

logit function, also known as log-odds, and is 

given by the equation below where p/(1-p) 

represents the odds of having longstay. The 

coefficients of the logistic regression model 

are represented by the log-odds. 

 

𝑙𝑜𝑔𝑖𝑡 𝑝 =𝑙𝑜𝑔 𝑙𝑜𝑔  
𝑝

1 − 𝑝
  

= 𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑛𝑋𝑛  

The odds ratio is a useful result of logistic 

regression to measure the strength of 

association between each predictor variable 

and the outcome. The odds ratio for a 

categorical variable is the change in the odds 

of the outcome compared to that in the 

reference group of the categorical variable, 

holding all other variables constant. The 

greater the odds ratio, the better the predictor 

variable. The odds ratio can be obtained by 

taking the exponential of the coefficients of 

the logistic regression model. 

 

4.2.2 Random Forest 

Random forest involves creating many 

decision trees and aggregating the results from 

all the trees. The algorithm works by: 

 

1. Draw ntree bootstrap samples, where 

ntree is the predefined number of trees to be 

grown. Bootstrapping involves repeatedly 

sampling samples of datasets with replacement 

from the original dataset. 
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2. For each bootstrap sample, a tree is 

grown. However, when forming each split, the 

random forest algorithm randomly selects mtry 

predictors within which the best split is 

selected. This differs from the decision tree 

algorithm in which all the predictors are 

searched when forming each split to find the 

best split. The predictor that results in the 

largest decrease in Gini impurity is selected as 

the best split. 

3. The final outcome (longstay or 

normal) is predicted based on majority vote 

 

The hyperparameter ntree is tuned by first 

examining the plot of error rate against 

number of trees, then finding an appropriate 

number of trees whereby the out-of-bag 

(OOB) error rate is stabilised. (Figure 14) 

Then, using this value of ntree, a grid search is 

performed to find the optimal value for mtry. 

 

The random forest algorithm reduces 

correlation between trees by introducing 

randomness in two ways: 1) growing each tree 

to a bootstrapped sampled data set, and 2) 

randomly selecting the number of predictors to 

be considered at each split. 

 

 

Figure 5: Plot of error rates against number 

of trees. The OOB error is stabilised after 

about 400 trees 

 

Random forest helps in feature selection by 

weighing the importance of each variable 

according to how much they contribute to the 

model. This is done by calculating the variable 

importance for each predictor variable. 

Variable importance is measured by ranking 

the mean decrease in Gini. For each variable, 

the sum of GINI decrease across every tree in 

the forest is accumulated every time this 

particular variable is chosen to split a node. 

The sum will then be divided by the total 

number of trees in the forest to get the average. 

This makes the mean decrease in Gini. The 

larger the mean decrease in Gini, the more 

important the variable is. Hence, less 

important variables can be removed to increase 

the performance of the model. 

 

4.3 RESULTS AND DISCUSSION 

4.3.1 Implementation of the Logistic 

Regression 

Using the glm function in the glmnet library, 

the logistic regression model was fitted. The 

original model had very poor sensitivity, 

which is not surprising due to class imbalance. 

ROSE achieved the best performance results 

among the 4 methods to overcome class 

imbalance. (Table 2) 

 

Table 2: Summary of the Prediction Results 

Models Overall Sensitivity Specificity AUC 

Original 0.877 0.383 0.965 0.867 

ROSE 0.766 0.819 0.757 0.867 

 

Table 3 summarises the coefficients, odds ratio (OR) and corresponding 95% confidence interval, and p-

value from likelihood ratio test. 

 

Table 3: Analysis of logistic regression model with ROSE 

Variables Coefficient

s 

OR (95%) p-

value 

Age    
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16 – 54* 0 1  

55 – 64 0.223 1.25 (1.09 - 

1.41) 

0.0052 

65 – 74 0.278 1.32 (1.17 - 

1.47) 

< 0.001 

75 – 84 0.253 1.29 (1.13 - 

1.45) 

< 0.001 

Above 85 0.655 1.93 (1.73 - 

2.13) 

< 0.001 

BMI    

Normal* 0 1  

Overweight 0.235 1.26 (1.06 - 

1.46) 

0.022 

Obese 1.24    3.46 (3.26 - 

3.66) 

< 0.001 

Admission Type    

Elective* 0 1  

Emergency 0.301 1.35 (1.20 - 

1.50) 

< 0.001 

Urgent 0.334 1.40 (1.07 - 

1.73) 

0.047 

Hypertension    

No* 0 1  

Yes -0.216 0.81(0.71 - 

0.91) 

< 0.001 

Hyperlipidemia     

No* 0 1  

Yes -0.286 0.75(0.64 - 

0.86) 

< 0.001 

Heart Disease     

No* 0 1  

Yes 0.265 1.30 (1.20 - 

1.40) 

< 0.001 

Kidney Disease     

No* 0 1  

Yes 1.44 4.22 (4.11 - 

4.33) 

< 0.001 

Foot 

Disease  

   

No* 0 1  

Yes -0.365 0.69 (0.46 - 

0.92) 

 < 0.001 

Stroke     

No* 0 1  
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Yes 0.853 2.35 (2.11 – 

2.59) 

< 0.001 

Diabetic retinopathy    

No* 0 1  

Yes -0.755 0.47 (0.23 – 

0.71) 

< 0.001 

Glucose     

       Below 130* 0 1  

     130 to 250  1.58 4.85 (4.50 – 

5.20) 

< 0.001 

     Above 250  2.39 10.9 (10.5 – 

11.3) 

< 0.001 

Sodium    

      Below 135  2.17 8.76 (8.12 – 

9.38) 

< 0.001 

      135 to 145 1.23 3.42 (3.24 – 

3.95) 

< 0.001 

        Above 145* 0 1  

Potassium    

      Below 3.5* 0 1  

      3.5 to 5.0  1.33 3.78 (3.19 – 

4.20) 

0.01 

      Above 5.0  1.69 5.42 (4.90 – 

5.82) 

< 0.001 

Chloride    

      Below 97* 0 1  

      97 to 107  1.28 3.60 (3.13 – 

4.07) 

< 0.001 

      Above 107 1.77 5.87 (5.40 – 

6.34) 

< 0.001 

Hemoglobin A1C    

      Below 5.7* 0 1  

      5.7 to 6.4 -0.073 0.93 (0.87- 

0.98) 

0.04 

      Above 6.5 0.004 1.04 (1.01- 

1.07) 

0.04 

Blood Urea 

Nitrogen 

   

      Below 20* 0 1  

      Above 20  1.04 2.83 (2.66 – 

3.00) 

< 0.001 

*denotes reference group 

 

It is evident that the odds of having prolonged 

stay increases with age. The oldest age group ( 

age above 85) had an OR of 1.93 (95% CI 

1.73 - 2.13), which implies that a patient who 
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is 85 and above will be 1.93 times as likely to 

have a prolonged stay compared to a patient in 

the reference group (age 16 to 54). Patients 

who are admitted via emergency (1.35 [1.20 - 

1.50]) and urgent (1.40 [1.07 - 1.73]), 

overweight (1.26 [1.06 - 1.46]), obese (3.46 

[3.26 - 3.66]), have heart disease (1.30 [1.20 - 

1.40]), kidney disease (4.22 [4.11 - 4.33]) and 

stroke (2.35 [2.11 – 2.59]) have higher odds of 

having prolonged stays. 

 

For laboratory test results variables, the 

normal level is used as the reference group to 

allow for comparisons. For most of the 

laboratory test results, the moderate and severe 

groups have higher odds of having a prolonged 

stay compared to the normal group and severe 

groups have higher odds than moderate 

groups. This is especially so for variables like 

glucose above 250 (10.9 [10.5 – 11.3]), 

sodium below 135 (8.76 [8.12 – 9.38]), 

potassium above 5.0 (5.42 [4.90 – 5.82]), 

chloride above 107 (5.87 [5.40 – 6.34]) and 

BUN above 20 (2.83 [2.66 – 3.00]). 

The variables age above 85, obese, kidney, 

stroke, glucose, sodium, potassium, chloride, 

BUN seem to be the most important predictors 

in this logistic regression model as they have 

larger absolute coefficients compared to the 

other predictors. 

 

4.3.2 Implementation of the Random Forest 

A Random Forest technique was implemented 

using the randomforest package in R. The 

down-sampling method is the best method to 

overcome class imbalance amongst the four 

methods.  

 

The variable importance table (Table 4) shows 

that the least important variables are 

retinopathy,  

hypertension and foot. After removing these 

unimportant variables, the model is tested 

again, but the performance did not improve. 

The prediction results are summarized in 

Table 4. 

 

Table 4: Mean Decrease GINI for Random Forest 

Variable Importance (out of 100) 

Chloride 52.4 

Kidney  51.0 

BUN 45.6 

Glucose  41.0 

Sodium  33.7 

Potassium  33.6 

HA1C 29.8 

BMI 26.9 

Age  24.6 

Admission type  23.7 

Stroke 23.3 

Heart  11.9 

Hyperlipidemia 14.1 

Retinopathy* 3.3 

Hypertension*  1.7 

Foot* 1.5 

*denotes removed variables 

 

Table 5: Summary of Prediction Results using Random Forest 

 

Models Overall Accuracy Sensitivity Specificity AUC 
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Original  0.878 0.376 0.967 0.830 

Down-sampling  0.750 0.809 0.737 0.853 

Down-sampling (only significant  variables) 0.738 0.800 0.727 0.848 

 

4.4 Summary of Prediction Results 

Table 6 Summary of the Best Performance  

 

 

      Model 

 

Overall Accuracy 

 

Sensitivity 

 

Specificity 

 

AUC 

Logistic Regression ROSE 0.766 0.819 0.757 0.867 

Random Forest Down-sampling  0.750 0.809 0.737 0.853 

 

Models 

The Logistic Regression has the best 

performance in terms of overall accuracy and 

area under curve. Therefore, the logistic 

regression model performed the best overall. 

 

It is important to recognize the main drivers 

for prolonged stay for these models to be used 

in the clinical setting. Even though the four 

models had different prediction results, they 

are relatively consistent in terms of the most 

important risk factors. The most important 

variables in these four models are: age, BMI, 

kidney, chloride, glucose, sodium, potassium, 

BUN (blood urea nitrogen). These 

observations are consistent with previous 

research done. [17,25,26,30]. 

 

5. DISCUSSION 

5.1 Clinical Application of Prediction Model 

Clinicians can make use of the best performing 

model, the logistic regression model, to 

identify patients at risk of having a prolonged 

stay. 

 

Suppose there are three diabetic patients that 

go into the ICU with different risk factors. 

(Figure 6) Patient A is relatively young, was 

admitted via urgent care, is overweight, and 

has some non life-threatening chronic 

conditions. By inputting the weights from 

table 5 into the logistic function, patient A is 

predicted to have a 54% chance of having a 

prolonged stay and is hence classified as 

longstay.  

 

Patient B is old, admitted via an emergency, 

and has more serious chronic complications 

such as kidney disease, heart disease and 

stroke. The laboratory test results also seem to 

suggest that patient B is in a more serious state 

than patient A. Patient B is predicted to have a 

99% chance of having a prolonged stay.  

 

Lastly, patient C is in an evidently less serious 

condition compared to patient A and B as 

suggested by the less serious chronic 

conditions and laboratory test results. Patient 

C has a 33% chance of having a prolonged 

stay and is hence classified as normal. 

   

The logistic regression model can not only 

classify patients into the different outcomes 

but also allows clinicians to see the estimated 

probability of these patients having a 

prolonged stay. Even though patients A and B 

have similar outcomes (longstay), the 

probability of them having a prolonged stay is 

very different due to the difference in the 

severity of their conditions. Hence, this allows 

clinicians to possibly devise a more intensive 

treatment plan for patients B compared to 

patient A. 
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Figure 6: Patient Profiles for three different 

patients 

 

 

5.2 Impact of Early Identification on High-

risk Patients 

 

5.2.1 Better Care and Management of 

Disease 

 

Since patients who are at risk of having 

prolonged stay generally have more serious 

conditions, early and accurate identification is 

crucial in allowing them to have better care 

and management of their disease. This is 

especially important for patients with diabetes 

since complications due to diabetes are serious 

and potentially life-threatening, like heart 

attack or stroke. 

 

In the context of Singapore, which has the 

second highest proportion of diabetics among 

developed nations according to a report in 

2015 by the International Diabetes Federation 

(IDF), the early identification of high-risk 

patients is extremely crucial. Currently, there 

are about 450000 Singaporeans with diabetes 

[50]. This figure is expected to rise due to the 

aging population and increasing sedentary 

lifestyles, and the Ministry of Health (MOH) 

has estimated that this chronic disease could 

potentially affect one million Singaporeans by 

2050 [51]. In fact, MOH has already declared 

a war on diabetes and is setting up a national 

taskforce to address prevention, screening and 

management of this disease. 

 

Hence, early identification of patients at risk 

of prolonged stay can help in the management 

of diabetes significantly. Appropriate risk 

management plans including close follow-up 

and monitoring may be an effective way of 

preventing or delaying complications, which 

will alleviate patients’ pain and suffering. 

Reduction of these diabetes‐related 

complications would reduce direct health cost 

by decreasing the frequency of hospital stays. 

  

5.2.2 Mitigate Bed Shortage Problem 

 

Reducing LOS can also mitigate the bed 

shortage problem in Singapore. With the aging 

population in Singapore, the demand for 

healthcare is rapidly growing and more 

admissions can be expected. Even with the 

Singapore government increasing its health 

expenditure yearly [52] and investing in more 

healthcare infrastructure such as hospitals to 

provide more beds, bed crunch still exists in 

public hospitals. Singapore’s bed density ratio, 

or the number of beds per 1000 people, is 

currently at 2.4, which is significantly lower 

than neighbouring countries like Korea and 

Japan that is similarly facing aging population 

[53]. 
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By identifying patients that are expected to 

have prolonged stay, hospitals can plan ahead 

and have more efficient resource management. 

They can target these high-risk patients for 

more intensive treatment and change or devise 

new treatment plans if necessary, to cater to 

the needs of these patients. It is hoped that by 

doing this, these prolonged stay patients can 

recover faster and get discharged from the 

ICUs to the general wards or other healthcare 

facilities, freeing up beds in the ICUs for other 

critically-ill patients. This allows higher bed 

turnover rates in the ICUs and mitigate the bed 

shortage problem. 

 

5.2.3 Better Planning and Management of 

ICU Resources 
 

Identification of patients with prolonged stay 

can allow hospitals to have better management 

of limited resources. These patients who are 

likely to have prolonged stays can be assessed 

for transfer to a long-term acute care facility 

[54], referred for early mobility therapy to 

restore physical functionality [55], early 

discharge planning [56] and palliative care 

consultation [57]. These interventions allow 

for early planning and management of 

resources. They also allow for a more 

seamless transfer of patients from hospitals to 

relevant health institutions and at the same 

time reduce their LOS. 

 

5.3 Cost Saving for Hospitals and 

Government 

Critical care is a costly component of the 

hospital budget, comprising of about 20% of 

hospital costs. These costs are largely 

explained by the need for complex equipment, 

and round-the-clock care by highly-trained 

medical professionals. 

 

It is in the interest of hospitals to reduce cost, 

especially in the costly ICUs. The following 

shows some calculation on the potential cost 

savings that a reduction in LOS can bring, in 

the context of Singapore. 

 

As data for ICUs in Singapore is not 

published, only estimations from reputable 

academic sources can be made. A study by Dr 

Shahla Siddiqui, a consultant at Khoo Teck 

Puat Hospital (KTPH) [58], published by the 

Indian Journal of Critical Care Medicine, 

involved approximately 2880 annual ICU 

admissions in a 500 bedded public hospital in 

Singapore. Using the number of beds as a 

measure of hospital size [59], the total number 

of annual ICU admissions can be estimated by 

the formula below. This amounts to 

approximately 49300 annual ICU admissions 

in Singapore. 

 

Annual ICU admissions in Singapore 

(estimated) 

 

 
 

 
 

 

*𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 𝑓𝑟𝑜𝑚 𝑙𝑎𝑡𝑒𝑠𝑡 𝑑𝑎𝑡𝑎 𝑓𝑟𝑜𝑚 

𝐷𝑒𝑝𝑎𝑟𝑡𝑚𝑒𝑛𝑡 𝑜𝑓 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 𝑆𝑖𝑛𝑔𝑎𝑝𝑜𝑟𝑒 [65] 

 

Since there is no data published on the 

proportion of the diabetic patients in the ICUs 

in Singapore, only estimations on the general 

population can be made (for illustration 

purposes). According to the MIMIC-III 

database, the number of prolonged stay 

patients in the general population makes up 

about 15% of the total population. In the 

context of Singapore, this amounts to 

approximately 7395 ICU admissions with 

prolonged stay per year. 

 

Annual number of patients with prolonged 

stay in Singapore (estimated) 

 

 
 

The estimated cost savings from a one-day 

reduction in the LOS of a single patient is 

equivalent to taking the difference between the 

cost per day in the ICU and that in the general 

ward. According to the inpatient charges of the 

National University Hospital, a reputable 

hospital in Singapore, the charges per day in 

the ICU is $834.60, while that in the general 

ward is $240.75. The difference is $593.85. 

The total cost saving for a one-day reduction 
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in the LOS for all prolonged stay patients is be 

estimated to be $4,391,520.75 (calculations 

summarised in Table 27) This shows that 

hospitals will be able to save millions of 

dollars if they are to focus on reducing LOS 

for patients with prolonged stay. 

 

Table 7: Annual Cost savings calculation 

for a 1-day reduction in LOS 

 

Annual Cost Savings Calculation 

Median Days in Prolonged 

Stay in ICU (≥ 7 days) 

12 

Estimated total number of 

ICU admissions per year 

  49300 

Estimated total number of 

prolonged ICU stays per year 

7395 

Difference in charges 

between ICU and general 

ward/ day 

$593.85* 

Total Cost Saving of 1-day 

Reduction in LOS in ICU 
$4,391,520 

*From Inpatient Charges of National 
University Hospital in Singapore [66] 

 

At the same time, reducing LOS also allows 

patients to save on their medical expenses and 

also for the government to save on the heavy 

subsidies provided to these patients. All in all, 

reducing the length of stay of prolonged stay 

patients not only help hospitals to save cost 

but also the patients and government. 

 

6. CONCLUSION AND FUTURE 

ENHANCEMENT 

This project aims to identify Type 2 Diabetes 

Mellitus patients who are at risk of having 

prolonged ICU stays. Risk factors were first 

examined from previous research papers. A set 

of appropriate factors including patient 

information, presence of chronic conditions 

and laboratory test results was taken from the 

MIMIC-III dataset and analysed. Variables 

with too many missing values as well as 

insignificant variables were removed and a 

final set of variables were used as predictor 

variables in four different machine learning 

methods. Four methods were used to 

overcome class imbalance. The logistic 

regression model with ROSE had the best 

performance with: AUC 0.867, overall 

accuracy 0.766, sensitivity 0.819 and 

specificity 0.757. 

 

It has been found that the risk factors age, 

BMI, kidney, chloride, glucose, sodium, 

potassium, BUN (blood urea nitrogen) are 

crucial in stratifying the patients into longstay 

and normal groups. 

 

It is hoped that this project has clinical utility 

in helping hospital identify patients with 

prolonged stay at admission. Doctors can 

possibly use this prediction model on top of 

their medical knowledge and experience to 

identify these high-risk patients and devise the 

best treatment plan for them. The timely 

identification of these patients provides the 

opportunity for intervention and improvement 

in clinical outcome, thus reducing the length 

of stay. Furthermore, it also helps hospitals 

and ICU in the planning and management of 

resources. 

 

Other machine learning algorithms like neural 

networks and support vector machine can be 

used to improve the performance of the 

prediction model. In addition, a possible future 

improvement will be to predict prolonged stay 

patients not only at admission to the ICU, but 

during their stay. This helps hospital to 

evaluate the improvement in the condition of 

the patients, and devise new treatment plans if 

necessary in a bid to reduce the length of stay 

of patients. 
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