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Abstract: 

Abstract— Electricity load forecast plays an important role in smart grid 

applications to promote the decision-making process for energy generation and 

consumption. Long-term forecasting is not feasible as there may be uncertainty in 

the forecast owing to an increase in the inclusion of renewable sources into current 

grids. Since the behavior of the load is highly non-linear and seasonal, Neural 

Networks is the best model for studying non-linear behavior within data and for 

forecasting purposes. Hence this paper presents an enhanced Long Short-Term 

Memory (LSTM) neural network model, which is used to forecastthe closing 

electricity load for the future interval. This paperinvestigates the 

performanceanalysis for optimal selectionof layers withhidden units’ combination 

andalso discussesstatistical analysis for selection of the optimal LSTM architecture. 

Finally, deploy the best-adapted configuration with the lowest absolute percentage 

error and optimized network architecture. 

Keywords: Long Short-Term Memory,Load Forecasting, Mean Absolute 

Percentage Error. 

 

 

I. INTRODUCTION 

 

Residential electricity consumption (REC) has 

increased by 50 times since 1971 and it is expected 

to grow further due to rapid electrification, 

increasing household incomes, and technology 

development [1]. The electricity demand has been 

increasing worldwide because of the growing 

population, urbanization and industrialization [2]. 

According to the International Energy Agency (IEA) 

[3-4] World energy-related CO2 emissions rise from 

32.2 billion metric tons in 2012 to 35.6 billion 

metric tons in 2020 and to 43.2 billion metric tons in 

2040.Renewable energy sources are progressively 

being integrated into power systems with a view to 

reducing CO2 emissions and relying on  

fossil fuels. In addition, the use of low-carbon 

technologies, such as electric vehicles and heat 

pumps, has risen in the latest years.This leads to 

drastic modifications in the conduct of the energy 

system in terms of system dynamics, generation of 

displacement and load profile features, which 

presents renewed difficulties for efficiency [5-6]. In 

recent days with the encouragement of incentive 

schemes, many residential customers installed 

domestic rooftop solar units. This residential 

generation leads to sudden surges in the distribution  

systemdue to its weather depended nature. 

Distribution system connects all consumers rich to 

poor, urban to suburban and then to rural [7], [8-9] 

stated that a feeder connected to the different 

behavior of customers. Based on their behavioral 

changes load pattern also varies, hence at any time 

demand may exceed its maximum demand.Hence 

load forecasting play an important role in the present 

distribution system.The literature reported in [10-12] 

presented day ahead price-based predictions of DR 

algorithms for planning home energy operations 

optimally, however minimizing forecasting error is a 

challenging issue in an efficient DR strategy for a 

day. Hence accurate day-ahead forecast is an 

important tool for economic power generation [13]. 

IEX (Indian Energy Exchange] follows 15-minute 

time block price format in day-ahead market and 

term ahead market for efficient use of energy 
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resources and to operate the energy market 

transparent, competitive and reliable, for the benefits 

of all stakeholders [14]. Whereas it is expected that 

same can be extended to the residential customers in 

the future smart grid environment. 

Data forecasting  in the time sequence is always a 

key technique in a variety of key issues, including 

weather predicting, transport planning, traffic 

supervision and different areas of society [15]. 

Forecasting and Time sequence analysis have been 

intensively studied for 40 years [16]. The 

AutoregressiveIntegrated Moving Average 

(ARIMA) model and Support Vector Regression 

(SVR) was effectively applied to forecast time 

sequence [17-18].However, it also has its drawbacks 

such as the absence of structured means to 

determine certain mainparameters of the model.Due 

to the flexible framework, in recent years, deep 

learning models are progressively being used in time 

sequence forecasting. 

In particular, one of the deep learning models, 

Recurrent Neural Networks (RNNs), Establishes a 

reputation for coping with time sequence by 

recurring neural connections. For any conventional 

architecture of RNN, the effect of the input on the 

hiddenlayers and finally, when cycling around 

recurring connections, neural network output would 

either decrease or setback up exponentially[19]. 

To addressissues with RNN, LSTM have been built 

revolutionarily by varying the framework of the 

hidden neurons in traditional RNN [20]. 

LSTMapplications areproliferate for the forecast of 

time series data. To illustrate this, Wang et al. [21] 

used an LSTM model to forecast the subsequent 

moment traffic load in a particular geometric area, 

and Alahi et al. [22] predicted movement dynamics 

in crowded scenes based on LSTM. Hence this 

research work attempts to implement LSTM based 

neural network for short-term electricity load 

forecasting in the present smart grid networks. 

II. PROPOSED LSTM ARCHITECTURE 

Long term memory-based networks, usually stated 

to as "LSTMs," are a superior class of RNNs 

adequate for long term dependency learning. 

Aelement called the memory block is the key 

component that improves the ability of LSTMs to 

model long-term dependencies [17]. As shown in 

Fig.3, the memory  

block is a repeatedly connected subnet with 

functional segments called the memory cell and 

gates. The memory cell is responsible for 

memorizing the neural network's chronological 

status and multiplicative unit gates are responsible 

for monitoring the data flow pattern. Conversing to 

the relevant practical features these gates are 

characterized as the input gate, forget gate and 

output gate The input gate(It) regulates the amount 

of information that enter in to the memory cell, 

while the forget gate(Ft) directs the memory cell 

 
Figure.1. LSTM architecture 

 

Figure.2. LSTM Cell Structure 
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how much information still remains in the present 

memory cell through recurring connection and the 

output gate(Ot) determines how much data is used to 

calculate the memory cell's output activation and 

further flows to the rest of the neural network. 

It = Sigmoid(WIH Ht−1 + WIX Xt + bI) 

Ot = Sigmoid(WOH Ht−1 + WOX Xt + bO) 

Ft = Sigmoid(wFH Ht−1 + WFX Xt + bF) 

Gt = Tanh(wGH Ht−1 + WGX Xt + bG) 

Ct = (FtCt−1 + ItGt) 

Ht = Ot(Tanh(Ct))(1) 

 

Fig.2. highlights the functioning mechanism of 

LSTM cell. The association between the gates and 

memory cell, LSTM has a powerful capability to 

predict load demand with long-term dependences. 

A. Optimal Architecture 

The architecture of the LSTMnetwork models is 

given in Fig 1. This architecture consists of input 

and output nodes with the hidden node in the LSTM 

layer.  Each hiddennode consists of their (LSTM) 

respective gates, which are discussed in section II. 

The input data(X) is smoothened by standardization 

to avoid unnecessary supremacy of certain variables 

using equation (2). 

NR X i =
Xi − X 

S
 2  

Xi=Input data set (X1, X2,…Xi)  

where i= number of samples 

X = mean of the samples 

S = standard deviation of the samples 

The past historical load data is given as inputs to 

obtain forecasted day ahead power shown in 

Fig.1.The number of layers and its individual hidden 

nodes is designated based on statistical investigation 

and calculating Mean Absolute Percentage Error 

(MAPE) as given in equation (3).  

 

MAPE =
1

n
  

actual load − forecast load

actual load
 

n

t=1

 3  

Initially, the number of layers and hidden units are 

chosen on the basis of trial and error so that 

networks (LSTM) converge.Once the LSTM layers 

andhidden nodes are fixed, the number of layers(a) 

are changed from 1 to k and a is fixed for which 

MAPE is smallest. Then the number of hidden 

nodes(b) is varied from 1 to m for a=1 and b is fixed 

for which MAPE is smallest. The analogous 

procedure is carried out for k-1 layers. Hence the 

architecture (Aibest(Bjbest)) is selected based on the 

generalized equation given in (4). 

Aibest  Njbest  = minMAPE Ai Nj   4  

∀ a = 1,2 ……… . k and b = 1,2, … . . m 

Once the number of layers and hidden nodes are 

fixed by using the equation (4), train the neural 

network for the selected input data and forecast the 

day ahead 15 minutes subinterval load data. The 

required steps to forecast load data using LSTM 

based neural network are briefed in the 

flowchart(Fig.3). 

 

 

 

 

 

 

 

 

 

 

 

 

III. RESULTS AND ANALYSIS 

The methodology proposed is implemented on 

GEFCom (Global Energy Forecasting Competition) 

data [23].The required data for training and 

validation is taken from 01 February 2007 to 15 

March 2007 revealed in Fig.4. Here, 70% of the load 

samples are used for training, and 30% of the load 

samples are used for validation.In day ahead 

forecasting, n
th

 day load is mapped to (n+1)
th

 day 

load samples[24].The finest architecture of LSTM is 

required foroperative load forecast in smart grid 

networks.The finest architecture for LSTM  is 

therefore determined using statistical analysis as 

mentioned in Section II.A. The essential data for 

 

Figure.3. Flowchart of LSTM based forecast 
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testing LSTM model is taken from 23/03/2007 to 

29/03/2007(Assessment week). The parameter 

setting for the analysis of layer selection, hidden 

node selection and input data selection for proposed 

architecture is set as state activation function is 

sigmoid, gate activation function as tanh, weight 

learn rate factor=1, bias learn rate factor=1, weight 

multiplier factor=1 and bias multiplier factor=0. The 

number of epochs is kept the same for the entire 

analysis as 250.The statistical layer selection 

analysis is done with three layers and a combination 

of 10,15 and 20 hidden units is given as the 

following cases. 

Case-I (1-Li (10)-1LSTM Architecture) 

This network architecture consists of one input 

node, one output node,10 hidden units and the 

number of possible combinations for case I is given 

as follows. 

1-1(10)-1, 1-2(10)-1, 1-3(10)-1. 

Case-II (1-Li (15)-1 LSTM Architecture)

This network architecture consists of one input 

node, one output node,15 hidden units and the 

number of possible combinations for case II is given 

as follows. 

1-1(15)-1, 1-2(15)-1, 1-3(15)-1. 

Case-III (1-Li (20)-1 LSTMArchitecture) 

This network architecture consists of one input 

node, one output node, 20 hidden units and the 

number of possible combinations for case III is 

given as follows. 

 1-1(20)-1, 1-2(20)-1, 1-3(20)-1 

 
Figure.4.LSTMnetwork training dataset 

 
Figure.4. Optimal Layer Selection 
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From the above-mentioned cases, the best suitable 

architecture is determined by using the performance 

metrics given in equation (4).  In the first case 

number of hidden units are fixed as10 and the 

number oflayers varies from 1 to 3. Incase I layer 

selection,1-2(10)-1 structure is the best LSTM 

architecture with least MAPE (0.0538).In the second 

case number of hidden units are fixed as 15 and 

number of layers vary from 1 to 3. In case-II layer 

selection,1-2(15)-1 layer structure is the best LSTM 

architecture with least MAPE (0.0582). In the third 

case number of hidden units are fixed as 20 and the 

number of layersvaries from 1 to 3. In case-III layer 

selection 1-2(20)-1 layer structure is the best LSTM 

architecture with least MAPE (0.0555). Therefore, 

from the above mentioned cases it is observed that 

the two-layer structure is the best layer architecture 

for theproposed system and the same is observed 

from Fig.4.Hence the number of layers for the 

proposed LSTM architecture is fixed as 2,using two-

layer architecture the number of hidden unit 

combinations is given as 9(referring 

equation(4)).They are 1-L1(10)-L2(10)-1, 1-L1(15)-

L2(15)-1, 1-L1(20)-L2(20)-1, 1-L1(10)-L2(15)-1,1-

L1(15)-L2(10)-1, 1-L1(10)-L2(20)-1,1-L1(20)-

L2(10)-1, 1-L1(20)-L2(15)-1, 1-L1(15)-L2(20)-

1.Forexample, 1-L1(20)-L2(15)-1 is one input node, 

one output node, layer1 with 20 hidden units and 

layer2 with 15 hidden units.The performance 

metrics Mean Absolute Percentage Error (MAPE) 

for the above-mentioned hidden unit combinations 

with two-layer architecture is shown in Fig.5 and 

From Fig.5 it is observed that 1-L1(10)-L2(10)-1 is 

the best LSTM layer and hidden unit combination 

with least MAPE (0.0538). Hence LSTM with two 

layers (layer one with 10 hidden units and layer two 

with 10 hidden units) is selected for forecasting the 

load data in advance in the smart grid environment. 

The forecasted load with optimal architecture (1-

1(10)-2(10)-1) is shown in Fig.6 and the resulting 

training and validation convergence plots are shown 

in Fig.7. Hence this research paper suggested that 

LSTM based recurrent networks gives minimum 

forecasting error in load data forecasting in the 

present smart distribution system. 

 

IV.CONCLUSION 

This paper has explored the benefits of optimal 

selection of layers and hidden nodes for the accurate 

load data forecasting in the smart grid environment. 

Statistical analysis of LSTM architecture gives the 

two-layer model is the best layer structure and other 

than this MAPE is increasing.The accuracy also 

enhanced by layer 1 with 10 hidden units and that of 

layer 2 with 10 hidden units. Finally, it has been 

observed that the optimal selection of LSTM 

structure minimize the percentage of error and it is a 

good solution to forecast the load data in advanc in 

the smart grid environment. 
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