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Abstract 

Abstract—In this paper, the authors proposed a novel Reinforcement Learning based 

controller for the optimal control of a variable frequency drive (VFD) system for an 

induction motor. Traditional research in this area concentrates on a different level of 

analysis, that of operational control – e.g. different PWM schemes to create an idealize 

output – while this research looked on operational optimization – to select the action given 

the state of the device. The agent is based on a class of algorithm known as Policy 

Gradient, and the entirety of the study was done through computer simulation. The agent 

was trained and tested on a series of complex spatial-temporal load sequences to 

demonstrate its robustness and generalizability. In addition, the agent does not need any 

explicit knowledge of the device model itself, it could learn just by observing a set of user 

defined observations of the environment and receiving a reward signal as feedback for its 

action. The novel control scheme outperforms an uncontrolled benchmark significantly in 

multiple areas such as power factor, slip performance, among others by a significant 25% 

margin. 
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I. INTRODUCTION 

As the world enters into the late quarter of the 21
st
 

century, energy demand and consumption have sky-

rocketed due to our ever-increasing population and 

activity. According to the International Energy 

Agency (IEA), the demand for electricity has 

increased by 3.1% from 2016 to 2017 and the 

consumption of energy across all sources in the 

same period have grown by 2.1%, twice more than 

the previously observed growth rate in the former 

years. A significant contributor to these 

consumptions is the usage of electric-motor driver 

systems (EMDS), whose applications can be found 

in all sectors and industries. For example, actuators 

for conveyors, pump and fan for processing plants in 

the industry; large-scale heating, ventilation, air-

conditioning systems and elevators in commercial 

buildings; air-conditioners, refrigerators, washing 

machines and so on in domestic settings. Table 1 

shows the breakdown and details of EMDS 

electricity consumption by sectors . It can be noticed 

from Table 1 that the industrial sector accounts for 

63% of the system consumption, while the transport 

and agriculture sector has the least at 4%. It is 

therefore important if the efficiency in the industrial 

processes be managed to significantly reduce energy 

consumption. 

Table 1. Breakdown of Energy Consumption By 

Sector 

Sector 

Energy 

Consumption 

(TWh/year)  

Percent 

Consumption 

Share 

Industrial Sector 4,488 63% 

Commercial Sector 1,412 20% 

Residential Sector 948 13% 

Transport and 

Agriculture Sector 
260 4% 

There are several programs to reduce energy 

consumption, that is, to vary the device utilization 

with respect to the on-load demand. Two common 

energy efficiency programs for HVAC application 

are the adoption of dampers and inlet guide vanes 

and the variable frequency drives (VFD) systems for 

variable speed control . Fig. 1 shows a comparison 

of performances driving a common load with some 

of the control schemes as laid out above. 
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Fig. 1. Performance Comparison of Different 

Pump Motor Control Schemes 

One of the control methodologies for the VFD 

itself is to vary its voltage-frequency ratio linearly 

across the range of operation as shown in EqThis 

particular approach is preferable over pure 

frequency or voltage augmentation due to its 

advantage such as robustness against flux saturation  

encountered in pure frequency control scheme.  

av/f =
v

f
   

This, however, introduces a new problem of 

optimal control, that is to determine the relationship 

between av/f  and other parameters of the systems 

such as power factor, current drawn by the motor, 

power consumed, resulting torque and stator-rotor 

slip from the adjustment with respect to the load, 

and to be able to derive an optimal value for av/f  

with respect to all these parameters dynamically 

across range of different loads. It is important to 

note however, the relationship among the 

aforementioned parameters are non-linear in nature 

and thus they are non-trivial to optimize.  

Traditional control schemes such as PID requires 

extensive modelling of the entire system itself 

before any viable solution could be derived, which 

may be prohibitive in highly complex systems with 

many inter-dependencies.  

Artificial Intelligence method such as 

Reinforcement Learning (RL) on the other hand 

thrives in scenarios where the internal state of a 

system is highly complex, and thus would be 

unfeasible to be explicitly define in addition to being 

non-trivial to optimize. It achieves this feat by 

learning how to act in an environment through a 

mixture of exploration and exploitation with the aid 

of a reward signal for each of its actions. With only 

modelling of the input, output and the evaluation of 

the particular output with respect to the 

environmental state, one would be able to achieve 

convergence to a sufficiently optimal solution. Thus, 

in this paper, the researchers adopted a novel control 

method to approximate an optimal control scheme 

for said drive systems with an Artificial Intelligence 

based approach, specifically, to control a VFD drive 

with a RL agent. In this paper, the researchers 

derived and prepared a custom environment with an 

approximate model of a VFD-driven inductor motor 

to act in said environment, and an agent based on the 

Policy Gradient (PG) algorithm – a class of RL 

method. 

Previous work on control optimization for VFD 

have been attempted, but the topics revolve around 

the use of traditional classical schemes such as the 

Proportional – Integral - Derivative (PID) controller 

or method that require explicit modelling of the 

intended environment in its entirety, and a pseudo-

optimal tuning procedure thereafter. Other works 

addresses the challenge from a different level of 

analysis, that of the optimal operational control – not 

of operational optimization – of the input signals to 

the machine based on a series of clean and noisy 

feedback signals to approximate an idealize input. 

On the other hand, this paper seeks to create an 

agent that could optimally choose what the input 

signal itself should be, or select the best action given 

a set of environmental states. Control schemes such 

as PID would not be ideal in the task of action 

selection of this kind without adopting a much more 

complex setting. 

In previous advances in RL for the task of 

complex non-linear system optimization and control, 

there were a plethora of attempts as the practitioners 

of the subject itself have studied many of such 

problems. An example would be the cart pole 

problem, where an agent is required to swing-up and 

balance an upright pole hinged onto a cart by 

moving the cart itself. A more sophisticated version 

of this would be the double pendulum problem, 

where, instead of a single pole, an agent is required 

to balance a series of upright joint poles by 
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controlling the cart as shown in Fig. 2 and Fig. 3 

respectively. Solving these types of chaotic non-

linear problems by traditional control schemes are a 

significant challenge, especially in problems that are 

even more complex which could be found in 

abundance in the real world. The current task of 

control of a VFD induction motor is akin to the 

former application of these algorithms and agents on 

the aforementioned classical non-linear control 

problems. 

 
Fig. 2.The classic cartpole problem whereby the 

pole needs to be maintained upright by moving the 

cart horizontally. 

 

 
Fig. 3.The double-pendulum problem whereby 

both the conjoined poles need to be swung-up and 

maintained upright by moving the cart horizontally. 

 

In addition, there were a series of significant 

breakthrough in this particular field of study in 

recent years where agents of these methods have 

been able to achieve superhuman level of 

performance in a multitude of tasks such as Go, 

playing competitive video games, and so on. 

RA could be divided into a few broad 

categorizations of value-based learning, on-policy 

learning and model-based learning, though they are 

not mutually exclusive. Model-based learning agents 

seeks to learn by modelling the environment itself, 

which may prove to be intractable in complicated 

tasks and environments. Thus, the model-free 

methods are usually preferred over such an explicit 

approach. The two most popular category of 

learning algorithms are of the Q-learning and Policy 

Gradient approach, though the two approaches could 

be combined to form another class of robust 

algorithms known as Actor-Critic. Most recent 

methods that have enabled fundamental 

breakthroughs utilizes Policy Gradient algorithms 

instead, such as the Deep Deterministic Policy 

Gradient algorithm for continuous environment 

control systems and the Proximal Policy 

Optimization family of algorithms which is the 

current state of the art in videogames playing, 

robotic locomotion and so on. 

II. METHODOLOGY 

Fundamentally, a RA agent would need an 

environment to function, and a reward function that 

appraises the value or significance of its action 

towards a pre-determined end goal as shown in Fig. 

4. In this case, it is to select the best av/fvalue for a 

series of differing loads that would optimize for 

power factor, current drawn, and stator-rotor slip. 

 
Fig. 4.The standard flow of a Reinforcement 

Learning setup. 

 

A model of the VFD-driven induction motor was 

needed for the agent to learn, though the agent itself 

does not actually know of the internal mechanisms 

of the model. It is only allowed to observe a given 

set of environmental state information at each time 

step, St  which is pre-determined by the user. In our 

case, the observable states are the current drawn by 
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the machine,It , the current av/f  value, a pseudo-

efficiency metric μpsu , the power factor pft , and the 

current motor slip st . These metrics were chosen to 

because they could be easily gleamed from the 

standard auxiliary tools accompanying a motor, and 

they are descriptive enough to embody the necessary 

information pertaining to the functionality of the 

particular machine. Fig. 5 outlines the general flow 

of the test environments that we have used to train 

the agent. Most of the information pertaining to the 

setup and activity is defined in the Environment file 

such as the list of external loads to be exerted on the 

motor’s shaft, the reward function itself, the criteria 

for program termination, details of the motor, 

calculation about the current state’s information and 

fetching of subsequent states and so on. The VFD 

Model file contains a list of formulas that provides 

an approximate behavior of a VFD-driven induction 

motor. Finally, we have defined our agent – the 

Policy Gradient algorithm – and some auxiliary 

algorithms in the Agent file. The program interacts 

interdependently in a manner as laid out in Fig. 4. 

VFD Model Environment Agent

 
Fig 5. The general flow of our setup. 

 

As for the actual algorithm itself, a vanilla Policy 

Gradient algorithm was used. The programs were 

written in Python together with Tensor flow and 

Sympy. The following subsections cover the 

aforementioned materials in more detail.  

A. VFD and Motor Modelling 

As mentioned, the VFD Model file contains a list 

of equations that enable us to model a VFD-driven 

induction motor. As it could be very complex to 

model the system in a forward dynamic manner as in 

the real world and due to the limitation on 

complexity, the researchers have taken an inverse 

dynamic approach to solving for the response of the 

motor to the various applied loads, and the response 

of the motor to the new av/f assigned by the agent in 

response to the load. This allow us to vastly simplify 

the modelling of the motor and trims down on the 

computation time taken to simulate the model. A 

few of the core equations used are as follow.  

Eq. (2) and Eq. (3) for the calculation of stator and 

motor speeds in RPM 

 Nstator =
120fav /f

P
(2) 

 Nmotor =  Nstator (1 − s) (3) 

Eq. (4), Eq. (5), Eq. (6) defines the torque, 

maximum slip and power factor respectively. A few 

variants of these equations were used to determine 

the torque, slip and av/f  of the motor respectively.  

T =
3P

4πfav /f  
 ∙  

(αv
f 
V)2

 (r1+
r2
s

)2+ (x1+x2)2(av /f
2) 

  ∙
r2

s
 (4) 

smax =
r2

 (r1)2+ (x1+x2 )2(av /f
2)

 (5) 

pf =
r1+

r2
s

 (r1+
r2
s

)2+ (x1+x2)2(av /f
2)

  (6) 

B. Environment Modelling 

The environment is the main backbone of the 

entire program as it facilitates the flow of 

information between the model and the agent, in 

addition to housing the auxiliary functions needed 

for training the agent such as the reward function, 

the state calculation and updating functions, logging 

facilities and so on. Table 2 below outlines some of 

the main functions defined in the Environment file. 

Table 2. Functions Defined in the Environment 

Functio

n 

Description 

Initializ

er 

Initializes the motor and 

environment parameters. 

Reset 
Reset the environment at the end of 

every training episode. 

Step 
Takes the agents action and returns 

the reward and fetches the next state. 

Reward 

Calculates the agent’s reward 

based on the current environment’s 

state and action taken. 

For every action taken, the agent returns the 5 

observations of the state, the current drawn by the 

machine, It , the current av/f  value, a pseudo-

efficiency metric μpsu , the power factor pft , and the 

current motor slip st . In return the agent is allowed 

to agent is allowed to take 10 possible discrete 
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actions – setting av/f to a value in the range of 0.1 to 

1.0 in 0.1 steps increment. The series of loads 

exerted on the shaft varies randomly in terms of 

amplitude and periodicity within a predefined limit – 

so as to not exert an over-rated load. Thus, the agent 

would be trained to react complex spatial-temporal 

scenarios as opposed to fixed amplitude or 

periodicity loads only. 

C. The Agent  

A vanilla Policy Gradient algorithm was used for 

this particular control task. This algorithm was 

chosen due to its relative adaptability to a range of 

complex tasks, which is harder to achieve with Q-

learning based method. The fundamental idea 

underlying Policy Gradient method is to find a 

policy that would enable the agent to obtain the 

maximum cumulative discounted reward from the 

task. A policy is defined as the rule or scheme which 

dictates the action taken by the agent given a certain 

state. The maximum cumulative discounted reward 

is the total sum of reward returned by the 

environment with respect to the actions taken by the 

agent, increasingly discounted the further it lies in 

the future; this means that the agent will learn to 

prioritise its action to the current state first rather 

than the future state. Eq. (7) and Eq. (8) are the 

formal mathematical expression of these concepts.  

πθ a, action s, state =  P[a, action|s, state]           

(7)                         

J(θ) =  Eπ R1 + γ1R2 + γ2R3 + γ2R4 + ⋯ 

 (8)    

Specifically, Eq. (7) defines that given the state, 

take action under policy π, which outputs a 

probability distribution across the range of possible 

actions. One would note that the implication is that 

the algorithm is non-deterministic in nature as 

opposed to traditional control schemes, which may 

not be a desirable characteristic in mission-critical 

tasks. Equally, Eq. (8) gives the expected 

cumulative discounted rewards under policy π. 

As for the policy itself, a neural network was 

employed to approximate it. The advantage of such 

an approach lies in the fact that deep neural nets are 

a universal function approximate which could be 

used to parametrise the policy in a back-propagation 

trainable manner [16]; back - propagation training is 

the current go-to method in the Artificial 

Intelligence community, and as such is very well 

optimised in many software packages including 

Tensorflow. Fundamentally, it is a method that 

utilizes a class of gradient-based optimisation 

method to learn such as such Eq. (9) and Eq. (10) 

which were used to compute the policy gradient and 

the corresponding update rule used for said training. 

Note that α is the learning rate of our agent – a 

manually tuned parameter – and R(τ) is our reward 

function. 

g = Eπ ∇θ(logπ(s, a, θ)) ∙ R(τ) (9) 

∆θ =  α ∙ ∇θ(logπ(s, a, θ)) ∙ R(τ) (10) 

III. RESULTS AND DISCUSSION 

The results below are as obtained after training 

our tuned agent for a few thousand episodes, though 

better results could be obtained with more training 

episodes. Fig. 6 shows a sample of the load that was 

exerted on the motor shaft. Fig. 7 in turns is the 

mean reward across episodes obtained by our agent 

during its training. 

 
Fig. 6.  Sample of load torque on motor shaft for 

30 time steps 

 
Fig. 7.  Mean reward across episodes. 

Note that certain load persists for different period 

of time and the load amplitude differs in non-

uniform behaviour. This is to subject the agent to a 

complex and erratic environment as a form of worst-
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case scenario assessment. In addition, the mean 

reward across episodes though slowing, is still 

increasing which indicates that the agent could still 

further learn given more training steps. Fig. 8 to Fig. 

11 as laid out below in turn highlight the 

performance of our agent against a controller which 

maintains a constant av/f  at unity as a baseline 

comparison. 

 
Fig 8. Current drawn by system across varying 

loads. 

 

As shown Fig. 8 to Fig. 11, the agent outperforms 

the base controller by a significant margin in both 

parameters of current drawn and power factor of 

drive system. Significant improvement could be 

seen in terms of power factor with improvements as 

much as 25% for some load scenarios. Note that the 

slight shift in the plots are merely a consequence of 

the logger due to the way that the program was 

written and could be ignored as the artefact is not 

actually present in the actual simulation time steps 

itself. 

 
Fig 9. Power factor of system across varying 

loads. 

 

 
Fig 10. Measure of pseudo-efficiency across 

varying loads 

 

 
Fig 11.  Measure of motor slip across varying 

loads. 

 

Once again, the plots of the motor pseudo-

efficiency and slip indicates that our agent manages 

to outperform the base controller by a non-trivial 

margin. Equally significant margins are seen for 

both of these parameters. The gains are largely 

proportional, which is to be expected since these 

parameters are highly correlated in nature. 

To the effect, it was seen that the RL based 

controller manages to learn of a sufficiently optimal 

solution to drive a VFD-driven induction motor 

across a sequence of complex load conditions, 

without any explicit modelling of the environment in 

the design of said controller; as opposed to 

traditional control schemes. Application of RL to 

such systems may prove to be viable in situations 

where any explicit modelling of a given system is 

too prohibitive in complexity or otherwise. In 

addition, learning agents such as these are known to 

discover non-instinctive and non-obvious optimal 

solutions that may have been previously 

unconceived of, making them useful in 

unconventional solution exploration too [17]. 

However, it must be stated that there are 

fundamental disadvantages to RL methods and 
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others that utilizes similar black-box heuristic-based 

approaches. The actions of the agent are not 

deterministically calculable and understanding 

neural networks is still a major topic of research. 

Thus, it may not desirable in industrial applications 

where the response of the controller under every 

possible scenario be map able – be known explicitly 

ahead of time. As an alternative, one could apply 

these type of control methods and agents to non-

critical missions only, where minute chances of 

error are permissible. In return, one could leverage 

on the flexibility and the powerful generalisability of 

these RL agents across range of complex tasks that 

may prove to be unassailable through conventional 

means. 

IV. CONCLUSION 

This research had demonstrated the viability of a 

novel controller design using an Artificial 

Intelligence based agent in the task of controlling a 

VFD-driven induction motor with non-linear 

parameters optimisation. The Policy Gradient based 

agent does not need any explicit knowledge of the 

subject matter or the model of the device itself. It has 

learned the sufficiently optimal control scheme for 

the unseen before device and environment through a 

series of brief user-defined observations and a 

corresponding feedback signal. The resulting agent 

surpassed the uncontrolled benchmark by a 

significant margin in all performance criteria, with 

significant increase in power factor and slip 

performance – 25% improvement. However, still a 

few possible areas of improvements are suggested for 

future research as follows: 

 Train an agent with a wider scope of performance 

optimisation; e.g. to be maximally stable in both 

steady-state and transient conditions in extreme load 

variation environment. 

 Provide a framework for the implementation of 

such black-box methods of control in industrial 

applications; e.g. by statistical performance analysis 

to determine the percentage reliability of the 

controller across a wide range of possible actions. 

 Apply more advance state-of-the-art algorithm 

such as the Deep Deterministic Policy Gradient 

(DDPG) algorithm. DDPG has a stochastic 

exploration behaviour, while being deterministic in 

its target policy estimation. 
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