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Abstract: 

One of the most important application of  machine learning is credit scoring.It is 

uber important for banks and financial institutions to develop credit card or loan 

services to compete with foreign capital and obtain profits, On the other side it is 

urgent to improve the ability to control credit risks. Customers are the valuable 

assets of any bank. The payment of timely bills is important for the running of 

banks. But if the customers do not pay on time, it may incur huge loss to any 

financial organization. In this paper we try to build several models which will 

predict the credit score of customers. Credit score is calculated on banking and 

finance datasets. To show the relation between attributes, the correlation matrix is 

generated. In the experimental part, the graphs are generated, which shows the 

contrast for better analysis. This paper predicts and proposes the factors or 

attributes which optimize the profits of any banking organization. The best model 

will be selected based on the accuracy, sensitivity and specificity values obtained. 

Keywords:Credit Scoring, Machine Learning, Weight Of evidence analysis, Crisp 

DM Framework. 

 

I.  INTRODUCTION 

The objective and purpose of this paper is to propose 

a methodology,architecture and algorithms of 

machine learning, to findlearning patterns, 

relationships, and interaction and effective analysis 

for a complex system assessment involving many 

datasets with lakhs of  records and variables that can 

be obtained from an online database . Here we have 

obtained from bank and credit bureau.  

 

Analysis may take  between days or months with 

huge team members to find appropriate solutions for 

wide real problems or events that occur in financial 

institutions and to discuss concepts andimprovement 

with collaborations. Modeling an interactive system 

that involves multi variable data sets can lead to 

many obstacles and challenges.  

 

This paper concentrates on proposing an efficient 

and interactive Machine Learning based system 

architecture to  understand the behavior of different 

customers in banking and finance sector by 

classifying them into buckets. Our models integrate 

techniques from statistics and machine learning 

models that include logistic regression and random 

forests.  Our algorithms also identify the behavior of 

the components at an absolute nano level and can 

help us in modelling the behaviors of customers 

involved in learning. Usage of machine learning has 

made the problem solving easier.  

 

In the era of emerging technologies, advancements 

in machine learning techniques have created a great 

impact in our lives. These advancements made us to 

develop new way of approaches to solve problems in 

different areas such as cancer diagnosis, predictive 

forecasting, speech recognition etc. Various machine 

learning techniques like Reinforcement learning and 

Supervised learning, Unsupervised learning have 

been extensively used to transform a computer into 

an intelligent machine to solve complex and 

challenging problems in real world.  

 

The advancements in our technologies in terms of 
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computational power and acquiring large data made 

machine learning models to grow complex day-by-

day. So building a good model is not sufficient since 

evaluating a model is equally important. So a good 

metric is needed to estimate the prediction error. 

Although plethora of metrics are available in the 

community of machine learning, confusion arises 

very often in choosing the right metric. However 

there is no common theory in choosing a metric to 

evaluate a model.  

 

This paper describes popular supervised learning 

algorithms along with the mathematics behind them. 

We analyze and evaluate the important evaluation 

metrics in classification and regression algorithms. 

After assessing the discussed evaluation metrics, a 

conclusion is made on choosing the right evaluation 

metric for the given problem. The integration of 

these mathematical models with machine learning 

makes the job easier.  

 

We propose the usage of three algorithms to explore 

and study customer behaviors which will help us in 

finding the credit score in this paper. The results 

obtained by the models of each algorithm will then 

be compared based on their sensitivity, specificity 

and accuracy values. Then the final selected model 

which has more stable values will be selected.   

 

Usage of machine learning for effective assessment 

and R programming language for visualization and 

analysis of large amount of data increases in  

Machine Learning(ML) is a class of algorithms 

provides various techniques to analyse the huge data 

in a better possible way. ML provides classification 

techniques, clustering mechanisms and 

Recommender systems to name a few.  

 

The work provides the key benefits of such 

integration and future scope of the integration along 

with possible research constraints in the reality. We 

believe the work gives a platform to researchers so 

as to extract the future scope of the integration and 

difficulties faced in the process. 

 

This paper is an extension of our work. We 

mentioned details regarding the variables, records 

and Machine Learning architecture  for intensive 

computing and  very efficient analysis and 

assessment.  

 

Our paper is arranged as follows: in Section II we 

briefly discuss our related work on Machine 

Learning for credit scoring and data analytics. In 

Section III we see the variables in the datasets.In 

section IV Exploratory data analysis for calculating 

predictor variables  are discussed. We discussed the 

predictive modelling. In Section VI we see the 

application score card in Section V. In Section VII 

we discuss the losses avoided and profits gained. 

Section VIII concludes with directions for future 

work. 

II.  RELATED WORKS 

Due to the increasing popularity and usage of 

credit cards in banking and finance sector. As 

customers provide their information, large amount of 

personal information can be inferred from the 

customers’ whereabouts. 

 

 In [1] We have used logistic regression, decision 

trees and random forests and decided that random 

forest has given better results in accuracy,  

specificity and sensitivity. further changes have been 

made in this paper to improve the results   

In [2] The authors have used Artificial Immune 

System for Credit Scoring and classification. They 

have also used AIRS, CLONALG and Immunos. 

This algorithm is applicable only for small datasets 

which cannot be used in practical purposes. The 

accuracy in huge datasets is very low. In [3] the 

authors have proposed usage of data mining instead 

of machine learning model to predict the customer 

defaultness. Their model is built using data mining, 

hence they can detect the customers with high 

propensity to be a defaulter, but not necessarily 

providing the reason of defaultness.  In [4] in their 

examination on data set has considered active 
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defaulters in the banking and finance industry by 

applying various methods of data mining. As they 

have not used machine learning there is more 

involvement of human and can be difficult to scale 

up the project or extend the project. In [5] the 

authors have used data mining again for prediction, 

because of which we can predict the patterns of 

existing customers and not new customers. We can 

make rules but cannot make the machine understand 

the rules and models for automatic prediction.  

In [6] we have used the same algorithms but changes 

performed on the models has yielded much better 

and stable results. In [7] authors have used neural 

network and multi-layer perceptron. In [8] authors 

have used neural networks and evolutionary 

techniques, but the paper failed to mention about the 

credit scoring strategy. In [9] the authors have used 

as neural networks,  multivariate discriminant 

analysis, and logistic regression analysis, CART, 

C5.0. Which failed to work for banks with huge 

datasets. In [10] the authors have used Confusion 

Matrix, Credit Risk Evaluation, Support vector 

machine and Extreme learning machine but the 

paper has been published for calculating the banks 

with the largest number of customers with good 

credit scores. 

III.  DATASETS AND DATA UNDERSTANDING 

2 data sets are required for the analysis.Datasets are 

provided by the bank. 

Table 1.  Demographic Data. 
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Table 2.  Credit Bureau Data. 

 

I. DATA CLEANING & PREPARATION 

 

First step is to load the data from the both CSV 

files: Credit Bureau Data and Demographic  Data 

into two different data frames. 

A. Preliminary Checks 

● We will then perform some necessary 

preliminary data quality checks on each of these 

data frames. 

● Check the structure of data. This will show us the 

number and type of these variables (continuous or 

discrete). 

● Check the summary of data. This will tell us if 

any variables have NA values. 

● We will also check the number of rows and 

columns in each data frame. 

● We will check if output variable Performance tag 

is same for both Demographic and Credit Bureau 

Data. 

● We will then check if the number of rows are 

same between both data frames. 

● We will check the proportion of the Default vs 

Non-Default customers. In the current dataset we 

have an issue of class imbalance. The number of 

default customers is only 4% of the total customers. 

Note: This may pose some challenges in building 

models like decision trees. As decision trees have 

not performed well on the same data set based on 

the previous research. We have not performed it 

again. 

 

B. Duplicate Detection 

We will then verify if there are any duplicate 

ids (Application.Id) in both demographic and Credit 

Bureau Data. If there any duplicates we will first 

remove them from each of the data frames.  

 

 Merging 

Then we will merge both Demographic and 

Credit Bureau Data using Application.Id as the key 

and create a “Master Data Frame”. We will now 
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carry out further data quality checks on this master 

data frame. 

 

C. Missing Value Treatment 

     On the Master data frame we will then check if 

dependent variable (Performance.Tag) has any 

missing values. As per the project guideline if there 

are missing values, we will treat such records as 

data for applicants that have been rejected. So, we 

will remove these records from our dataset and use 

it later for our model building. 

     Then we will check if there are any columns 

which are entirely blank. If there are no such 

columns, we will then check how many variables 

have missing data. As per the guideline we need to 

do WOE transformation. Since WOE transformation 

takes care of missing value treatment, we will not 

remove such rows from our dataset. 

 

D.   Outlier Detection 

We will then analyze each variable 

independently. For continuous variableswe will 

check if there are any outliers ( like negative values 

or large values). If there are such values we will try 

to do outlier treatment for each of the variables. We 

will identify the IQR and try to cap the values. 

For discrete variables we will check the 

number of distinct values in each variable and see if 

there are any spelling mistakes or inconsistencies. 

 

E.  Derived Metrics 

We will analyze if there is a possibility of 

calculating some derived metrics which might help 

in our data analysis. 

IV.  EXPLORATORY DATA ANALYSIS 

In this step we will do exploratory data 

analysis of the demographic and credit bureau data 

which will help us in identifying the important 

variables for prediction of defaulters. 

 

 

 

 

Based on the IV (information value) of each variable 

we predict the importance of that variable) 

 

Table 3.  Information value and their predictive 

power. 

 

From the table 4 we will observe the influence of 

each of the variables on the dependent variable i.e., 

default rate is very high for some categories in the 

variable. With this manual analysis of finding the 

most important variables we listed out some variables 

which are important. We will also draw correlation 

plots of the continuous data in the demographic and 

Credit bureau data 

Table 4.  Information value of predictive variables 
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.  

 

V.  WOE TRANSFORMATION 

In credit scoring, weight of Evidence & equivalently 

Information Value are often used to compare 

predictive power among variables. weight of 

Evidence is also helpful in treatment of missing 

values. So, we will use WOE to impute missing 

values from the data. 

 

Using “Information” Package we will calculate the 

IV (information value), WOE on the master 

data frame. This will give WOE and IV for each 

variable. 

1. Then using a utility function, we will transform 

each column (by identifying the bins) and 

substituting the actual value with the WOE value 

(for the bin). 

2. We will then store this master data in a separate 

file. Let us call it “Master WOE Frame”. 

3.We will also generate some graphs based on the 

WOE data. 

 

Note: We need to remove the Application.Id column 

for calculating the WOE matrix as this column is 

used only to identify each row. 

VI.  MODEL BUILDING 

The models were developed after the data has been 

classified into different buckets.  

Based on the performance of logistic regression and 

random forest, Random forest model has got better 

values and has detected 75% of defaulters correctly 

and 80% of defaulters in top 4 deciles 

 

Table 5.  Values obtained for different buckets 

 
 

VII.  MODEL EVALUATION 

A.  Application Scorecard 

Application Scorecard (master population): Score 

varies between 200 to 530; Cut-off score – 338. 

Which means Cut-off: 338 is the baseline for 

providing credit card to the customers. 
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Fig. 1. Graph representing baseline cutoff. 

Application Scorecard (Rejected population): 70% 

of defaulters correctly identified. 

Average score of rejected population is less than the 

average score of approved* population 

Total rejected applications by bank: 1423 

Identified correctly at cut-off score by model: 1006 

 

*Approved population (master data ) is a population 

for which the application is accepted by bank 

 
 

Fig. 2. Box plot showing approved and rejected 

candidates. 

 

B.  Financial Benefits 

 

Credit loss* : Reduced credit loss from 4% 

customers to 1% customers. 

 

Because 

• Credit loss no model = 4% 

• Credit loss with model  = 1% 

Credit Loss Saved: 3% 

* The loss occurred from the bad customers 

 

Table 6.  Predicted and Actual defaulters using 

confusion matrix 

 

 

 

 

 

 

Fig. 3. Credit loss without and with model. 

 

 

Revenue Loss*: Reducing 30% revenue (Auto-

approval) 

Because, 

• Revenue no model  = 100% 

• Revenue with model = 70% 

Revenue Loss : 30% 

 

 

 

 



  

  January - February 2020 

ISSN: 0193 - 4120 Page No. 2798 - 2805 

 

 

2805 Published by: The Mattingley Publishing Co., Inc. 

*The revenue loss is occurred by wrongly identified 

“bad” to the good customers 

 

 

Fig. 4. Revenue loss with and without model 

 

 
 

VIII.  CONCLUSION 

The work provides the key benefits of such 

integration and future scope of the integration along 

with possible research constraints in the reality. We 

believe the work gives a platform to researchers so 

as to extract the future scope of the integration and 

difficulties faced in the process, and the factors that 

involve in prediction. In our future work, we will 

attempt to build models using support vector 

machines and check if the results obtained are better 

or worse. 
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