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Abstract: 

Alzheimer’s disease (AD) has a quite complex genetic architecture and is an 

important progressive neurodegenerative disease. A major objective to the research 

of biomedical is to discover the genes that are risk then to explain the task of these 

genes in development of the disease. For such reason it is necessary to expand the 

set of genes which are associated to AD. Genes take central part in all biological 

processes. Microarray technology has provided genes with a huge number to 

measure many expression levels simultaneously. Microarray datasets 

characteristically have genes which are a huge number and samples with small size. 

This truth is described as a dimensionality curse that has a complex task. A 

promised method which named gene selection is solving such issue and has a major 

turn for creating an effective diagnosis of Alzheimer’s. In such study, methods of 

gene selection have been implemented, including Principle Component Analysis 

(PCA) and Singular Value Decomposition (SVD). Such methods have the ability to 

reduce the number of insignificant and genes that are redundant in the original 

datasets. After that, deep learning (DL) via Convolutional Neural Network (CNN) 

serves as a classifier to predict AD. CNN which consists of six-layer having various 

parameters for the dataset has been used. The empirical results are showed with AD 

dataset that PCA-CNN model achieves 97.24% accuracy and loss 0.4614 while 

SVD-CNN model achieves 98.99% accuracy and loss 0.2588. Thus, the proposed 

system is suitable for decreasing the genes dimensions by means of selecting subset 

of informative gene and enhance the classification accuracy. 

Keywords:Alzheimer’s Disease,MicroarrayTechnology, Gene Expression Data, 

Gene Selection, Classification, Deep Learning. 

INTRODUCTION 

AD is a disease that described as degenerative one which leads to decline progressively for the memory and 

cognition.This causes a damage to the nervous cells inside the brain that associated with language and 

memory. After 65 years, the symptoms begin to appear and with age, the prevalence is growing sharply. 

This is a common shape for dementia [1]. AD accounts 60-80 per cent from all dementia states. During 

2050, many numbers of people who have AD is estimated to rise in the US alone from 5.4 million to 

between 11 and 16 million, and dementia is estimated to cost $2 trillion globally by 2030. Despite these 

shocking numbers, there is no successful method to detect disease before symptomatic is appeared, which 

may be the only phase in the disease’s progression where we could interfere [2]. Based on the importance of 

AD with insufficiency in a specific curing to such disease, a new technology by using microarray has been 

applied to define the genes that causes the disease. Microarray technologies are an important medical tool 
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that the biologist uses to monitor gene expression levels in a given organism. Microarray data analysis 

focuses in helping to identify a best handling to several diseases and precise medicinal diagnosing for many 

genes through various empirical cases [3]. However, the data of gene expression generated of microarray 

technologies are concerning to the high curse of dimensionality. Genes can be either redundant or irrelevant, 

and thus be removed without deducting much information loss. The major problem with analysis of 

microarray data is that genes are in huge numbers and samples are in small ones. This may lead to a 

decrease in prediction accuracy and an increase in overfitting problems [4]. The technique to solve this 

problem is the use of gene selection method, which extracts only the optimal set of features (genes) for 

building classification model. Actually, gene selection is a method to select a small subset of genes from the 

original set which only contains the informative genes. This subset of genes allows researchers to gain 

substantial vision about the genetic nature of disease. This method has the ability to reduce the computation 

of costs and increase the efficiency of classification for AD [5]. Gene selection can be implemented using 

various algorithms such as PCA and SVD. These algorithms are typical unsupervised methods to analyze the 

microarray data of gene expression, which provide details on the total framework to the dataset which is 

analyzed. Recently, they are implemented on very large datasets to generate a low dimensional gene 

expression data before classification happens [6]. Classification of microarray data is not a trivial task. There 

are multiple approaches being used by the bioinformatics community to diagnose and classify the 

microarray data with the aid of machine learning systems [7]. 

In this study, a deep learning model is employed to predict AD by using data of gene expression. DL is a 

sub-set from machine learning. DL such as CNN is taking a big amount of data for learning the behavior of 

genes via training set, and predicting the unseen class label. Moreover, applying CNN model might improve 

predictive performance. Also, we emphasize not only on the gene selection methods but also the accuracy of 

the classification after applying gene selection. 

     The remaining sections of the presented study are organized in the following manner: The related work is 

showed in Section 2. The background of microarray technology is described in Section 3. Section 4 

elaborates the materials and methods used in our study. In this section, dataset is explained and also gene 

selection, classification. The proposed methodology is described extensively in section 5. Our simulation 

and results are described in section 6. The last section is focused on the conclusion and remarks for future 

research. 

2. Related Work 

Chihyun et al. (2020) used a classification model using an artificial intelligent predication system known as 

deep learning algorithm. The proposed system has the ability to predict Alzheimer's disease by using data of 

gene expression which its scale is large with data of DNA methylation. The result showed that applying deep 

learning can yield the best results in prediction model compared to traditional machine learning algorithms 

[8]. Karthik et al. (2019) used Rhinoceros Search Algorithm (RSA) in the role of a feature selection. They 

used four supervised machine learning methods like Support Vector Machine (SVM), Random Forest (RF), 

Naive Bayes (NB), and Multilayered perceptron Neural Network (MLP-NN) for classification. They used 

(GEO: GSE1297) gene expression datasets in their experiments. The experiments showed that RSA-MLP-

NN model was more accurate in defining the distinguish between AD and genes that are normal to achieve 

the effectiveness [9]. Devi et al. (2015) apply Mutual Information (MI) to identify the most relevant genes 

and Support Vector Machine (SVM) as an efficient gene classification process. The experiments are 



 

July –August 2020 

ISSN: 0193-4120 Page No. 2016 - 2029 

 

2018 

 

 

Published by: The Mattingley Publishing Co., Inc. 

implemented on two cancer microarray datasets: Colon and Lymphoma. The experiments result presented a 

proposed system which decreases the input dimension of genes to select a subset of relevant genes and 

improving the accuracy of classification [10]. Lena et al. (2012) used three feature selection approaches: 

Information Gain (IG), Random Forest (RF), and a wrapper of Genetic Algorithm and Support Vector 

Machine (GA/SVM). Also, six different classification methods: C4.5 (decision tree), Naïve Bayes (NB), 

Random Forest (RF), K-Nearest Neighbor (KNN), SVM with Linear Kernel, and SVM with Gaussian Kernel 

have been used. The proposed approach was implemented on AD dataset (GEO: GSE5281). The results of 

the proposed model enable us to select sets that has small genes which are suitable jointly to train the 

classifier [11]. Xiaoyan et al. (2018) proposed a machine learning approach (SVM). The suggested method 

has been examined based on integrate the data of gene expression with a specific network data of gene in the 

human brain, to detect the AD genes which are in full spectrum across an entire genome. The method results 

give an analysis of genes that are associated with AD and evaluated the reliability of these genes  [12]. 

Padideh et al. (2017) used Principle Component Analysis (PCA) to extract efficient genes from gene 

expression data which has high dimensionality. After that, the extracted representation of the performance 

was evaluated via artificial neural network (ANN). ANN is a supervised classification model used to classify 

genes which are essential to the disease diagnosis. The results of the proposed approach showed the 

interacting genes might be helpful to detect the diseases [13]. 

3.Microarray Technology 

DNA microarrays are commonly referred to as DNA chips or biochips. They are a collection of thousands of 

microscopic spots of DNA fixed to a solid surface [14]. Each spot includes several copies of the same 

sequence of DNA which is a specific representation of a gene in an organism. The spots are organized into 

pen groups in a regular manner[15]. The level of expression stores in the form of an image (CEL File) for 

each gene. Next, from such image and by using specialized software, the data is extracted[16]. Figure 1 

shows DNA Microarray Surface. 

Figure 1: The DNA Microarray Surface [16] 
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Several microarray manufactures supply their specific software. For example, the package namely Limma is 

the most commonly used, a module of analysis tools for microarray data that is raw CEL file [15]. Biologists 

utilize DNA microarray for monitoring a large number of gene expression levels in a given organism under 

certain conditions or simultaneously. By comparing and measuring the level of gene expression in an 

unhealthy cell compared with healthy cell, genes that are responsible for different diseases could be 

identified[17]. 

DNA microarray usually store data from thousands of different gene expressions. Atypical way of 

representing the dataset generated by DNA microarray experiments is to create a matrix, also named matrix 

of gene expression, whose row represents to the experimental condition (sample, time point, etc.) and the 

column represents the expression levels of genes. Thus, there are hundreds of numbers of rows and many or 

tens of thousands of numbers of columns (gene sequence or genes). The basis for any analysis is represented 

by the collection of this data [18].  

Figure 2 shows the data matrix for gene expression. 

 
Figure 2: The data matrix for gene expression forms m gene columns, and n sample rows. The class label is 

the last column, i.e. which sample goes to which classifier [19]. 

 

4. Materials and Methods 

 

4.1 Dataset 

In this work, the dataset was obtained from the publicly accessible source of data, called Gene Expression 

Omnibus (GEO: GSE63060 and GSE63061) retained by the National Center for Bioinformatics Data 

(NCBI). Then we merged these two datasets to one dataset namely AD dataset. AD dataset contains 16382 

genes and 569 samples which composed of 245 patients with AD, 142 Mild Cognitive Impairment (MCI) 
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and 182 Control Subject (CTL). Table 1 shows basic information on the dataset. The dataset was uploaded 

from (http:// www.ncbi.nlm.nih.gov/geo/). 

 

Table 1: Details of AD dataset 

The Title of the Dataset: AD dataset 

The characteristics of the dataset: Multivariate 

Attribute Properties: Real, String 

Instances Number: 569 

Attributes Number: 16382 

Number of Class Labels: 3 

 

 

 

 
Figure 3: Screenshot of the AD dataset. 

 

4.2 Gene Selection Methods 

A sequence of microarray experience yields observance of the expression of differential across multiple 

conditions into many of genes. Thus, microarray data has high dimensionality problem because most of  the 

genes are irrelevant for classification process. Therefore, methods of gene selection are effective at the 
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removal of redundant and irrelevant genes and can minimize data dimensionality [20]. This method can also 

reduce computational costs and enhance the efficiency of AD classification, i.e., the aim of the method of 

gene selection is at finding  a small subset of genes which achieves high result [5]. In such study, several 

gene selection methods such as PCA and SVD have been used to identfy informative genes which are 

associated with the diagnosis of disease directly. 

 

4.2.1   Principal Component Analysis (PCA) 

Principle Component Analysis (PCA) is a typical unsupervised approach to analyze the data of gene 

expression, and provide details about the entire form for the analyzed data. PCA is one of the most effective 

methods of gene-selection [21]. The objective of using PCA is to decrease data of high dimensionality to a 

new subset of smaller dimensions than the original. PCA test is used to Select/Extract relvant gene 

information in large dataset that is helful for further analysis [22]. It is a well-known fact that gene selection 

by using PCA helps to overcome overfitting, improves accuracy, and maintains model simplicity, while 

enhancing classification accuracy. The required steps for performing PCA are shown in Algorithm-1.  

Algorithm1: Principal Component Analysis [23] 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2.2 Singular Value Decomposition (SVD) 

Singular Value Decomposition (SVD) is a mathemtical method for data driven which could be utilized for 

the data of gene expression to minimize dimension. SVD is a common approach for multivariate data 

analysis, such as PCA. One single microarray datset may contain thousands of measurements of gene. With 

SVD, the numbers of redundant information can easily be reduced in the data for gene expression and 

identify informative genes to enhance classification accuracy [24]. Therefore, SVD as a gene selection 

technique has been conducted for reducing the dimensions of the dataset.A major purpose at implementing 

SVD is for defining and extracting the consititution of structural inside the data and as well for determining 

strong association concerning gene expressions  [25].SVD applications contain determining the rank (r), 

range, approximating a matrix, and null space of a matrix. 

The SVD of matrix A∈𝐶𝑀×𝑁with rank (A) = r is defined with: 

    A = U𝛴𝜎𝑉𝑇               (1) 

Algorithm: PCA  

Input: Data Matrix 

Output: Reduced set of genes 

Step-1: X        Generate data matrix N x d, with one  

row vector 𝑥𝑛per data point. 

Step-2: X           subtract mean x from each row vector 

𝑥𝑛in X. 

Step-3: Σ              covariance matrix of X. 

Step-4: compute the eigenvectors and eigenvalues of Σ. 

Step-5: PC’s the M eigenvectors with highest eigenvalues. 

Step-6: Output PCs. 

end. 
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Where, U  ∈ 𝐶𝑀×𝑀  = [ 𝑢1, . . . , 𝑢𝑀]indicates a unit matrix include Left Singular A Vectors, V ∈ 𝐶𝑁×𝑁 = [ 

𝑣1, . . . , 𝑣𝑁] indicates a unit matrix include Right Singular A Vectors, and 𝛴 ∈ ℝ+
𝑀×𝑁 indicates singular 

values matrix of A along its diagonal with diagonal entries 𝜎1≥ …𝜎𝑟>𝜎𝑟+1=…=𝜎𝑚𝑖𝑛 (𝑀,𝑁)= 0and zeros 

otherwise. 

   Rank-K estimation of A is defined using SVD with:  

 

A  ≈ 𝐴𝑘=  𝑈𝑘𝛴𝑘𝑉𝑘
𝑇            (2) 

 

Where K < r, 𝑈𝑘and 𝑉𝑘 involve the initial K columns from U and V respectively, Then,  𝛴𝑘  denotes a K × K 

core submatrix from 𝛴. Eq.1 is sometimes referred to as the A truncated SVD [26]. 

 

4.3 Deep learning-based microarray AD 

data classification 

Deep learning ( DL), as an Artificial Intelligence branch, relies over  algorithms to simulate the processing 

of data and thought processes, or for abstraction development. DL uses algorithm layers for processing, 

analyzing and finding hidden patterns in data.Information is passing during every layer in the deep network, 

and the output of the previous layer provide as the next layer input. The first netwok's layer is the input layer 

while the last network's layer is the output layer.The other layers placed between the input and output layers 

have been called the hidden layers for the network.Usually, every layer is  easy, regular and including one 

type of activation function. It is now seen as an useful method for developing automated diagnostic systems 

to achieve higher results, expand the scope of disease and execute applicable real-time medical diagnosis for 

classification systems for diseases [27]. The popular architecture used to create deep learning model and 

discussed in this study is Convolutional Neural Network (CNN). CNN is the commonest supervised DL 

modelsthat is used for classification AD based on gene expression data. 

 

4.3.1 Convolutional Neural Networks (CNN) 

Convoltutional Neural Network (CNN) is an example of DL technique that mimics function of brain for 

processing the information. In this paper, multilayerd CNN is proposed to classify microarray gene 

expression data. CNN is proposed because of its ability to deal with huge amount of data and improve 

classification accuracy.Furthermore, CNN is also effective  in integrating closely linked datasets which 

enhance performance in classification process.This is because of its ability to detect latent aspects of AD 

from comparable kinds [28]. The broad range of application fiels of deep CNN can can attribute for the 

advantages below: 

 CNN  integrate the selection mechanism with classification processes to a single unit of learning.They 

learn how the features are optimized directly from a raw input during the training process. 

 CNN has the ability to process inputs that are huge and has a high efficiency of computational 

because CNN neurons are connecting to bound weights. 

 CNN is resistant at tiny input data transformation involving scaling, encoding, distortion and skewing. 

 CNN can respond to varying input sizes. 
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1D CNN have been recently suggested and directly accomplished modern levels of performance for many 

applications, like early diagnosis, structural monitoring of health and classification of data for personalized 

biomedical.A further major benefit is that the application of time that is real and hardware which its cost is 

low can be possible for the easy and compress design of 1D CNN which only achieves 1D convolutions 

[29]. CNN is comprised of an input and output layer, and many other hidden layers. These layers are 

generally divided into three types: convolutional, pool, or dense, and short for fully connected (FC). Figure 4 

shows a CNN architecture. 

 

Figure 4: A basic architecture of a convolutional 

neural network [30] 

 
In our study, As a vector, the gene expression is taken by the  CNN model with  applying 1D kernal  at the 

vector of input.This model is composed of two convolution layers, two dense layers and a single flatten 

layer. The output layer for the last dense layer is the prediction layer. For simplicity's sake we denominate 

this model 1D CNN [31]. 

 

5. Methodology 

In this section, the proposed methodology includes main tasks like loading the raw microarray AD data set. 

Then, normalization by using the Min – Max technique, gene selection methods and classification via 

Convolutional neural network (CNN) as presented in Figure 5. 
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Figure 5: Proposed Approach 
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5.1 Pre-processing Stage 

      Data preprocessing is an essential step before starting the experiments because of the noisy nature of the 

data produced by microarray technology. The dataset needs to be normalized to reduce the expression 

measurements variation.The normalization Min-max can be used to normalize the data set. The values of 

gene expression are calculated such that the lowest value by each gene be zero and the highest value will be 

one [32]. 

5.2 Gene Selection Stage 

The main goal for the methods of gene selection is for decreasing the dimensionality at computational space 

of dataset. It is a method of selecting a small subset of genes from the original dataset because genes are 

usually irrelevant. These methods are always used before the machine learning algorithms and selecting 

genes based on particular performance measure regardless of the machine learning techniques. In this work, 

gene selection methods PCA and SVD have been applied to identify a subset of genes which is directly used 

in classification. 

5.3 Classification Stage 

At this stage, deep convolutional neural network model is applied for classifying the gene expression data. 

Upon accomplishment of data collection, preprocessing and gene selection, CNN model has been 

configured.  A convolutional CNN is chosen consisting of many layers. The architecture of the 

convolutional layer was used because of its ability to handle high and multi-dimensional data, such as gene 

expression data [28]. A new method with a 1-Dimentional convolutional has been proposed in this paper. 

The filter size is 64 kernels with size 3 and the non-linearity activation which is called Rectified Linear 

Units (ReLU) was used with convolution layer. ReLU could be demonstrated as in eqn. (3) 

 

                           0 for y < 0                                                     

g (y) =                                                            (3) 

y for y ≥ 0 

 

We used a six-layer CNN model for the dataset, and it is shown in Table 2. The fact is that, the shape of the 

input layer in the next layer has the same neurons number for the input layer. The size of 100 for the epoch 

is used. In our study the total number of trainable parameters adds up to 1,576,035. Additionally, to improve 

network performance, SOFTMAX activation function is employed at the end of the final layer. Now, a 

SoftMax function could be demonstrated as in eqn. (4). 

SoftMax 𝐶 𝑗  =
ⅇ
𝑐𝑗

 ⅇ𝑐𝑘
𝑘

𝑘=1

                 (4) 

The predefined objective function namely categorical cross-entropy to calculate the loss in training and 

testing data with adaptive moment estimation (ADAM) optimizer is employed [33]. ADAM optimizer 

performs at calculating for each parameter the learning rate. The system was learned for the ratio of the 

training and testing is 70% and 30% of the data respectively. 
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Table 2:Summary of 1D CNN model structure 

 ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ

Type of layer        Output ShapeNo. parameters 

 ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ

Conv1d-1 (Conv1D)  (None, 16380,16)  64 

Conv1d-2 (Conv1D)   (None, 16378,32) 1568 

Dense-1 (Dense)   (None, 16378,32)  1056 

Dense-2 (Dense) (None, 16378,32)  1056 

Flatten-1 (Flatten)  (None, 524096)    0 

Dense-3 (Dense)  (None, 3)  1572291 

total number of trainable parameters 1,576,035 

 ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ

 

5.4Evaluation Measures 

A common performance metrics have been used, like accuracy of classification and loss. The accuracy is 

used to assess a model 's overall predictive capacity which considering four-parameters called True Positive 

(TP), True Negative (TN), False Positive (FP), and False Negative (FN), (see (5)). This performs to look at 

the sample’s numbers with correct classification according to a ratio for a total number of the samples test. 

                     Accuracy = 
TP +FN

TP +TN +FP +FN
                (5)  

According to the proposed approach the error score is calculated by using a loss function. As seen in (6), 

where m is the genes number,𝑦𝑖  is the class label which is actual, and  𝑦𝑖
′ is a predicted one. Categorical 

cross-entropy identifies the loss during the outcomes of categorical are a non-binary, which is >2. The 

outcome can be: (YES / NO / MAYBE) or (class1/ class2/…../class n). 

 

Loss = − 𝑦𝑖
′ 𝑙𝑜𝑔2 𝑦𝑖

𝑚

𝑖
                      (6) 

 

6. Result and Discussion 

The suggested methodology was conducted for proving the efficacy of selecting the informative genes using 

PCA and SVD gene selection methods. Assessing the behavior of the classification algorithm to classify 

data of gene expression and identify optimal gene numbers. Firstly step, the gene expression data are read. 

Then, dataset is normalized using Min-max normalization. The gene selection methods have been applied to 

get a smaller genes number which should be close to the samples number.Table 3 presents description for 

the AD dataset according to the original genes number and the genes which are selected by using PCA and 

SVD. Because of the most genes in the original dataset are irrelevant at the predicting of the class label. 

Therefore, the proposed gene selection methods give lower informative genes which maximizing the 

classification performance through neglect the genes which are not relevant. 
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Table 3: The summary of the selected data 

 

 

Methods 

 

Samples 

 

Original 

Genes 

 

Selected 

Genes 

 

PCA  

569 

 

16382 

565 

SVD 500 

 

The proposed approach using PCA with CNN model can enhance classification accuracy on AD dataset 

(97.24%) when compared to raw dataset with no gene selection methods and other gene selection 

algorithms. Table 4 illustrates comparative results of average classification accuracy and loss. The other 

gene selection method using SVD performs well with CNN model (98.99%) when compared against other 

gene selection algorithms.  

 

Table 4: Comparative results of average Accuracy and Loss on the AD dataset 

 

 

Methods 

CNN 

Accuracy Loss 

Raw data 83.92% 0.6952 

PCA 97.24% 0.4614 

SVD 98.99% 0.2588 

 

To build our model, the proposed framework was implemented in Anaconda Python 3.6 and in Keras Deep 

Learning Library. This conducted the classification training on the proposed CNN on a PC where the 

processor is Intel Core i7, and 2.40 GHz speed with the RAM of 8 GB. 

 

7. Conclusion 

      In this work, a convolutional neural network model was proposed for classifying multi class microarray 

dataset. The dataset is normalized using Min-max normalization. The PCA and SVD are used as gene 

selection methods for overcoming the dimensionality curse and different issues that related to the data 

nature. To validate the proposed approach performance, the measures of evaluation namely accuracy and 

loss have been implemented. Categorical cross-entropy is used because it is a common loss function and 

also is suggested for problems with non-binary classification. To the purpose of optimization, ADAM is 

applied. The dataset results reveal that the proposed approach performance could lower the dimensional data 

problem by obtaining a subset including informative for increasing the accuracy of classification. In fact, the 

proposed system is not only providing a small subset for AD classification but also achieving higher 

accuracy of classification with short processing time. With regard to the future work, our planning is to 

develop the proposed system and applying it on datasets which show lower accuracy than the raw dataset 

with no applying gene selection. Even though the proposed method can reduce data dimensions and hence 
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expected to remedy the over-fitting problem, it still needs further improvement to perform well on every 

dataset.  
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